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A Contribution to the Theory of Regularity of a Weak Solution to the
Navier–Stokes Equations via One Component of Velocity and Other

Related Quantities

Jǐrı́ Neustupa

Abstract

We deal with a suitable weak solution(v, p) to the Navier–Stokes equations inΩ×(0, T ),
whereΩ is a domain inR3, T > 0 andv = (v1, v2, v3). We show that the regularity of(v, p)
at a point(x0, t0) ∈ Ω×(0, T ) is essentially determined by the Serrin–type integrability of the
positive part of a certain linear combination ofv2

1 , v
2
2 , v

2
3 andp in a backward neighborhood

of (x0, t0). An appropriate choice of coefficients in the linear combination leads to the Serrin–
type condition on one component ofv or, alternatively, on the positive part of the Bernoulli
pressure1

2 |v|
2 + p or the negative part ofp, etc.
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1 Introduction

1.1. The Navier–Stokes system.Let Ω be either the whole spaceR3 or a half-space or a bounded
or exterior domain with the boundary of the classC2+ς (ς > 0) and letT > 0. We deal with the
Navier–Stokes problem

∂tv + v · ∇v = −∇p+ ν∆v in Ω× (0, T ), (1.1)

div v = 0 in Ω× (0, T ), (1.2)

v = v0 in Ω× {0} (1.3)

for the unknown velocityv = (v1, v2, v3) and pressurep. Symbolν denotes the coefficient of
viscosity, which is supposed to be a positive constant. If∂Ω 6= ∅ then we consider the problem
(1.1), (1.2), (1.3) with the homogeneous Dirichlet boundary condition

v = 0 on∂Ω× (0, T ). (1.4)

1.2 . Weak and suitable weak solution, regular and singular points. The definition of a
weak solution to the system (1.1), (1.2) and its basic properties are explained e.g. in the books by
Ladyzhenskaya [8], Temam [21], Sohr [19] and in the survey paper [6] by Galdi. Here, we only
recall that the weak solution satisfies (1.1), (1.2) in the sense of distributions inΩ × (0, T ) and
belongs toL∞(0, T ; L2(Ω)) ∩ L2(0, T ; W1,2

0 (Ω)).
The existence of a weak solution to (1.1), (1.2), (1.5) is known on an arbitrarily long time

interval (0, T ) (provided that the initial velocityv0 is an appropriate space, see [8], [19], [21]
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or [6]), but its regularity and uniqueness are generally open problems. Since, roughly speaking,
regular solutions are unique, the question of uniqueness also leads to the question of regularity.

The definition of the so called suitable weak solution to the system (1.1), (1.2), with many
related results, can be found e.g. in papers [1], [9], [10] and [22]. Recall that a weak solution
v of system (1.1), (1.2) is called asuitable weak solutionif an associated pressurep belongs to
L3/2(Ω× (0, T )) and the pair(v, p) satisfies the so calledgeneralized energy inequality

2ν
∫ T

0

∫
Ω
|∇v|2 φ dx dt ≤

∫ T

0

∫
Ω

[
|v|2

(
∂tφ+ ν∆φ

)
+
(
|v|2 + 2p

)
v · ∇φ

]
dx dt (1.5)

for every non–negative functionφ fromC∞0 (Ω× (0, T )). (Some authors use different conditions
on the pressure in their definitions. Our classL3/2(Ω × (0, T )) is the same as in [9], [10] and
[22].) By the definition from [1], the point(x0, t0) ∈ Ω × (0, T ) is said to be aregular point
of weak solutionv if there exists a neighborhoodU of (x0, t0) such thatv ∈ L∞(U). Points
in Ω × (0, T ) that are not regular are calledsingular. It is shown in [1] that the set of singular
points of a suitable weak solution has the1–dimensional parabolic measure (which dominates the
1–dimensional Hausdorff measure) equal to zero.

1.3. On some local regularity criteria. There exist many so called local regularity criteria, saying
that if a suitable weak solution a posteriori satisfies certain conditions in a backward neighborhood
of point (x0, t0) then(x0, t0) is a regular point. (See e.g. papers [1], [4], [9], [10], [15], [22], etc.
In this paper, we use a criterion from [22] (by Wolf). The criterion is formulated more generally,
but it particularly says that there existsε > 0 such that if

1
δ2

∫ t0

t0−δ2

∫
Bδ(x0)

|v|3 dx dt ≤ ε (1.6)

holds for at least oneδ > 0 then (x0, t0) is a regular point of the solutionv. (Here,Bδ(x0)
naturally denotes the ball of radiusδ and centerx0.)

Let us also note that Takahashi [20] proved that if the norm of a weak solutionv in Lrw(t0 −
ρ2, t0; Ls(Bρ(x0)) (whereLrw denotes the weakLr–space and2/r + 3/s ≤ 1, 3 < s ≤ ∞) is
less than or equal toε then(x0, t0) is a regular point ofv. Takahashi’s criterion has been refined
in [16] and [17]. In [17],v is supposed to be integrable with powersr ∈ [3,∞) (in time) and
s ∈ (3,∞) (in space) not necessarily in some backward neighbourhood of(x0, t0), but only in the
intersection of such a neighbourhood with the exterior of the space–time paraboloid

Pa : a(t0 − t) = |x− x0|2. (1.7)

Exponentsr ands are required to satisfy the condition2/r+3/s ≤ 1 and numbera is supposed to
satisfy the inequalities0 < a < 4νλS(B1), whereλS(B1) is the least eigenvalue of the Dirichlet–
Stokes operator in the unit ballB1 in R3.

1.4. More on one–component regularity criteria. The studies of regularity of a suitable weak
solutionv in dependence on one component ofv were started by paper [12] (Neustupa, Penel),
where the authors proved the regularity ofv in D × (t1, t2) (whereD was a sub–domain ofΩ
and0 ≤ t1 < t2 ≤ T ) under the assumption that the componentv1 was essentially bounded in
D. The condition onv1 has been successively improved in a series of further papers: 1) [14]
(by Neustupa, Penel and Novotný; here,v1 is only assumed to be inLr(t1, t2; Ls(D)) where
2/r + 3/s ≤ 1

2 ), 2) [7] (by Kukavica and Ziane; the caseD = R
3, v1 is assumed to be in

2



Lr(0, T ; Ls(R3)) where2/r + 3/s = 5
8 for r ∈ [16

5 ,∞) and s ∈ (24
5 ,∞]), 3) [2] (by Cao

and Titi); here the authors consider the spatially periodic problem inR
3 and use the condition

2/r+ 3/s < 2
3 + 2/(3s), s > 7

2 ), 4) [23] (by Zhou and Pokorńy; the exponentsr, s are supposed
to satisfy the conditions2/r + 3/s ≤ 3

4 + 1/(2s), s > 10
3 ). One can observe that none of

these papers reaches the natural Serrin level2/r + 3/s ≤ 1. This level was in a certain sense
reached by Chemin, Zhang and Zhang [3], where the regularity of solutionv has been proven
under the assumption thatv1 ∈ Lr(0, T ; Ḣ1/2+2/r(R3)), wherer ∈ (4,∞). The homogeneous
Sobolev spaceḢ1/2+2/r(R3) is continuously imbedded toL3r/(r−2)(R3). Hence the condition
v1 ∈ Lr(0, T ; Ḣ1/2+2/r(R3)) implies thatv1 ∈ Lr(0, T ; L3r/(r−2)(R3)), and the exponentsr
ands := 3/(r − 2) now satisfy Serrin’s condition2/r + 3/s ≤ 1. Nevertheless, the requirement
v1 ∈ Lr(0, T ; Ḣ1/2+2/r(R3)) includes the condition on the fractional derivative ofv1 and it is
stronger than just the conditionv1 ∈ Lr(0, T ; L3r/(r−2)(R3)). Thus, we may conclude that, to our
best knowledge, the question whether the conditionv1 ∈ Lr(t1, t2; Ls(D)) for r ands, basically
satisfying the condition2/r + 3/s ≤ 1, is sufficient for regularity of solutionv in D × (t1, t2), is
still open.

1.5. On the results of this paper. We provide a partial answer to the question formulated at the
end of the previous subsection. Our answer concerns the regularity of a suitable weak solutionv
at a chosen point(x0, t0) ∈ Ω× (0, T ). Forρ ∈ (0,

√
t0) anda ≥ 1, we denote

Qρ := {(x, t); |x− x0| < ρ, t0 − ρ2 < t < t0},

Uρ,a :=
{

(x, t); θ(t) < |x− x0| < ρ, t0 − ρ2/a < t < t0
}
,

where
θ(t) :=

√
a(t0 − t). (1.8)

Qρ is a ρ–backward parabolic neighborhood of point(x0, t0). SetUρ,a is separated from the
interior ofQρrUρ,a by the space–time paraboloidPa, see (1.7). It should be noted that parameter
a can be chosen arbitrarily large. Consequently, paraboloidPa may be arbitrarily wide and set
Uρ,a can be proportionally an arbitrarily small part ofQρ.

Fig. 1: The setsQρ, Uρ,a
and paraboloidPa.

-
x

6t

t = t0

t = t0 − ρ2

x0

t = t0 − ρ2/a

|x− x0| = ρ

Uρ,a

Pa

r(x0, t0)

Qρ

We suppose thatv satisfies Serrin’s integrability condition inUρ,a and the componentv1 of v
satisfies Serrin’s condition inQρ r Uρ,a, which is the major part ofQρ. We show that these
assumptions imply that(x0, t0) is a regular point of solutionv (see Theorem 1). Theorem 2
generalizes Theorem 1 so that the assumption onv1 is replaced by an assumption on the positive
part of a certain linear combination ofv2

1, v2
2, v2

3 andp. Our method is especially based on the
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transformation of the system (1.1), (1.2) to new coordinatesx′, t′ (subsection 2.3), application of
the generalized energy inequality in the(x′, t′)–space (subsection 2.7), estimates of appropriate
quantities and on the precise evaluation of critical integrals, where the directions of the velocity
at various points also play an important role (subsections 3.6 and 3.7). Although we still need the
assumption on the Serrin–type integrability of all components ofv in setUρ,a, we believe that the
presented results shed (in addition to the papers [2], [3], [7], [12], [14], [23]) another light on the
mechanism how the behavior of just one component ofv (or more generally, a linear combination
of v2

1, v2
2, v2

3 andp) influences the regularity of solutionv.
For r > 1, s > 1, we abbreviateLr,s(Qρ) := Lr(t0 − ρ2, t0; Ls(Bρ(x0)) and we denote by

||| . |||r,s;Qρ the corresponding norm. More generally, ifM is a measurable set inΩ× (0, T ), I(M)
is the orthogonal projection ofM into thet–axis andMt := {x ∈ Ω; (x, t) ∈ D} then we denote
byLr,s(D) the space of functionsf with the finite norm

|||f |||r,s;M :=
[∫

I(M)

(∫
Mt

|f(x, t)|s dx
)r
s

dt
] 1
r

.

We also denote byLr,s(D) the corresponding space of vector functions.
The next theorem shows that the local regularity of a suitable weak solutionv at a space–time

point (x0, t0) is essentially determined just by one component ofv:

Theorem 1. Let v = (v1, v2, v3) be a suitable weak solution of the system (1.1), (1.2) inΩ ×
(0, T ), (x0, t0) ∈ Ω× (0, T ), a ≥ 1 andρ ∈ (0,

√
t0). Suppose that

(a) there existr ∈ [3,∞) ands ∈ (3,∞) satisfying2/r + 3/s = 1, such thatv ∈ Lr,s(Uρ,a)
and

(b) there existr∗ ∈ [2,∞) and s∗ ∈ (3,∞] satisfying2/r∗ + 3/s∗ = 1, such thatv1 ∈
Lr
∗,s∗(Qρ r Uρ,a).

Then(x0, t0) is a regular point of solutionv.

Denote

F [v, p, γ1, γ2, γ3] :=
[
(1 + γ1)v2

1 + (1 + γ2)v2
2 + (1 + γ3)v2

3 + (γ1 + γ2 + γ3)p
]
+

for γ1, γ2, γ3 ∈ R. (The subscript “+” denotes the positive part.) The next theorem is a general-
ization of Theorem 1:

Theorem 2. Let v = (v1, v2, v3) be a suitable weak solution of the system (1.1), (1.2) inΩ ×
(0, T ), p be an associated pressure,(x0, t0) ∈ Ω × (0, T ), a ≥ 1 andρ ∈ (0,

√
t0). Assume that

v satisfies condition (a) of Theorem 1 and also the condition

(c) there existr∗∗ ∈ [1,∞), s∗∗ ∈ (3
2 ,∞] satisfying2/r∗∗ + 3/s∗∗ = 2 andγ1, γ2, γ3 ∈ R,

such that

1− 5π
128

(γ1 + γ2 + γ3) +
15π
128

γk > 0 (for k = 1, 2, 3) (1.9)

andF [v, p, γ1, γ2, γ3] ∈ Lr∗∗,s∗∗(Qρ r Uρ,a).

Then(x0, t0) is a regular point of solutionv.
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Observe that ifγ1 = 2 andγ2 = γ3 = −1 then condition (c) reduces to condition (b). On the
other hand, ifγ1 = γ2 = γ3 = −1 then condition (c) requires[−3p]+ ∈ Lr

∗∗,s∗∗(Qρ r Uρ,a).
It is equivalent to the conditionp− ∈ Lr

∗∗,s∗∗(Qρ r Uρ,a), which has already been used in paper
[11]. (Here,p− denotes the negative part ofp.) Thus, our Theorem 2 generalizes Theorem 1 from
[11]. Finally, if γ1 = γ2 = γ3 = 2 then condition (c) just requires that the positive part of the so
called Bernoulli pressure12 |v|

2 + p is inLr
∗∗,s∗∗(Qρ r Uρ,a).

As Theorem 1 is a special case of Theorem 2, we will further prove Theorem 2.

2 Proof of Theorem 2 – part I

2.1. The used regularity criterion. We will show that

lim
δ→0+

1
δ2

∫∫
Uδ,a

|v|3 dx dt = 0 (2.1)

and there exists a sequence{δn}, such thatδn ↘ 0 for n→∞ and

lim
n→∞

1
δ2
n

∫∫
Vδn,a

|v|3 dx dt = 0, (2.2)

where
Vδ,a :=

{
(x, t); |x− x0| < θ(t), t0 − δ2/a < t < t0

}
.

We will show in subsection 2.8 that (2.1) and (2.2) imply (1.6).

2.2. The proof of (2.1). Applying Hölder’s inequality, we get

1
δ2
|||v|||33,3;Uδ,a

≤ 1
δ2

∫ t0

t0−δ2/a

(∫
θ(t)<|x−x0|<δ

|v|s dx
)3
s (4πδ3

3

)1− 3
s dt

≤
(4π

3

)1− 3
s
a

3
r
−1

[ ∫ t0

t0−δ2/a

(∫
θ(t)<|x−x0|<δ

|v|s dx
)r
s

dt
] 3
r

.

Sincev belongs toLr,s(Uρ,a), the right hand side tends to zero asδ → 0+. Hence (2.1) holds.

2.3. Transformation to the new coordinatesx′, t′. In order to prove (2.2), we transform the
system (1.1), (1.2) to the new coordinatesx′ and t′, which are related tox and t through the
formulas

x′ =
x− x0

θ(t)
, t′ =

∫ t

t0−ρ2/a

dτ
θ2(τ)

=
1
a

ln
ρ2

a(t0 − t)
. (2.3)

Then

t = t0 −
ρ2

a
e−at

′
and θ(t) = ρ e−

1
2
at′ . (2.4)

The time interval(t0 − ρ2/a, t0) on thet–axis now corresponds to the interval
(
0, ∞

)
on the

t′–axis. Equations (2.3) represent a one–to–one transformation of the parabolic regionVρ,a in the
x, t–space onto the infinite stripe

V ′a :=
{

(x′, t′) ∈ R4; t′ > 0 and|x′| < 1
}
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in thex′, t′–space. Similarly, (2.3) is a one–to–one mapping of the setUρ,a in thex, t–space onto

U ′a :=
{

(x′, t′) ∈ R4; t′ > 0 and1 < |x′| < e
1
2
at′
}

in thex′, t′–space. We denote

t′δ :=
2
a

ln
ρ

δ
. (2.5)

-
x′

6t′

|x′| : 1 10

t′ = t′δ ≡
2
a

ln
ρ

δ
(corresponds to
t = t0 − δ2/a)V ′a

U ′a

|x′| = e
1
2
at′Fig. 2:

The setsU ′a andV ′a .

Thent′ = t′δ corresponds tot = t0− δ2/a. Numbersδ andt′δ are also related through the formula

δ = ρ e−
1
2
at′δ andδ → 0+ corresponds tot′δ → ∞. (The transformation (2.3) has also been used

in [17]. However, whilea was supposed to satisfy certain condition of smallness in [17], here it
can be arbitrarily large.) If we put

v(x, t) =
1
θ(t)

v′
(x− x0

θ(t)
,

1
a

ln
ρ2

a(t0 − t)

)
,

p(x, t) =
1

θ2(t)
p′
(x− x0

θ(t)
,

1
a

ln
ρ2

a(t0 − t)

)
then the functionsv′, p′ represent a suitable weak solution of the system of equations

∂t′v′ + v′ · ∇′v′ = −∇′p′ + ν∆′v′ − 1
2 av′ − 1

2 ax
′ · ∇′v′, (2.6)

div′ v′ = 0 (2.7)

in any bounded sub–domain ofQ′a :=
{

(x′, t′) ∈ R4; t′ > 0 and|x′| < e
1
2
at′
}

. (The symbols∇′
and∆′ denote the nabla operator and the Laplace operator with respect to the spatial variablex′.)

One can simply calculate that condition (a) implies thatv′ ∈ Lr,s(U ′a) and condition (c) implies
thatF [v′, p′, γ1, γ2, γ3] ∈ Lr∗∗,s∗∗(V ′a).

2.4. Notation. Let 0 < d1 < d2. We denote byAd1,d2 andA′d1,d2
the annuli{x ∈ R3; d1 <

|x − x0| < d2} and{x′ ∈ R3; d1 < |x′| < d2}, respectively. We also denote byB′d1
the ball

{x′ ∈ R3; |x′| < d1}. The mappingx 7→ x′ = (x− x0)/θ(t) is a one–to–one transformation of
Aθ(t)d1,θ(t)d2

ontoA′d1,d2
andBθ(t)d1

(x0) ontoB′d1
at each time instantt ∈ (t0 − ρ2/a, t0).

2.5. The cut–off functionsψ and ϕ. Let d > 1. (Numberd will be finally specified to be
“sufficiently large” in subsection 3.8.) Letψ be an infinitely differentiable function in the interval
(−∞,∞), such that
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ψ(ξ)

{
= 1 for ξ ≤ d,
= 0 for 2d < ξ,

ψ is non-increasing in[d, 2d] and there existsc1 > 0 (independent ofd) such that

|ψ̇(ξ)| ≤ c1

d
and |ψ̈(ξ)| ≤ c1

d2
(2.8)

for d ≤ ξ ≤ 2d. Put

ϕ :=
√
ψ.

We will further useψ(ξ) andϕ(ξ) with ξ = |x|, and we shall mostly write onlyψ or ϕ instead of
ψ(|x|) orϕ(|x|), respectively.

2.6. The first estimate ofδ−2 |||v|||33,3;Vδ,a
. Recall thatt′ = t′δ = 2a−1 ln(ρ/δ) corresponds to

t = t0 − δ2/a (see formulas (2.3)–(2.5)). Transformingδ−2 |||v|||33,3;Vδ,a
to the variablesx′, t′, we

get

1
δ2

∫∫
Vδ,a

|v|3 dx dt =
ρ2

δ2

∫ ∞
t′δ

∫
B′1

|v′|3 dx′ e−at
′
dt′ ≤ ρ2

δ2

∫ ∞
t′δ

‖v′‖
3
2

6;B′1
‖v′‖

3
2

2;B′1
e−at

′
dt′

≤ ρ2

δ2

∫ ∞
t′δ

‖ϕv′‖
3
2

6;B′2d
‖ϕv′‖

3
2

2;B′2d
e−at

′
dt′ ≤ c2

ρ2

δ2

∫ ∞
t′δ

‖∇′(ϕv′)‖
3
2

2;B′2d
‖ϕv′‖

3
2

2;B′2d
e−at

′
dt′

≤ c2
ρ2

δ2

(∫ ∞
t′δ

‖∇′(ϕv′)‖22;B′2d
e−

2
3
at′ dt′

)3
4
(∫ ∞

t′δ

‖ϕv′‖62;B′2d
e−2at′ dt′

)1
4

= c2

(∫ ∞
t′δ

‖∇′(ϕv′)‖22;B′2d
e−

2
3
a(t′−t′δ) dt′

)3
4
(∫ ∞

t′δ

‖ϕv′‖62;B′2d
e−2a(t′−t′δ) dt′

)1
4

. (2.9)

Here,c2 is an absolute constant, coming from Sobolev’s inequality. (See e.g. [5, p. 54].) In order
to estimate the integrals on the right hand side of (2.9), we use the generalized energy inequality
in thex′, t′–space.

2.7. The generalized energy inequality in thex′, t′–space. Sincev′, p′ is a suitable weak solu-
tion to the system (2.6), (2.7), it satisfies (by analogy with (1.5)) the generalized energy inequality

2ν
∫
Q′a

|∇′v′|2 φ dx′ dt′ ≤
∫
Q′a

[
|v′|2

(
∂t′φ+ ν∆′φ

)
+
(
|v′|2 + 2p′

)
v′ · ∇′φ

+ 1
2 a |v

′|2 φ+ 1
2 a (x′ · ∇′φ) |v′|2

]
dx′ dt′ (2.10)

for every non–negative functionφ fromC∞0 (Q′a).
Consider functionφ in the formφ(x′, t′) = [R1/mψ](|x′|) eκ(t′−t′δ) [R1/mχ](t′), whereκ ∈ R,

χ is the characteristic function of the interval(t′δ, t
′) andR1/m is a one–dimensional mollifier with

the kernel supported in(−1/m, 1/m). Then the term1
2 a (x′ · ∇′φ) |v′|2 on the right hand side of

(2.10) can be omitted, becausex′ · ∇′φ ≤ 0. The limit form→∞ yields

‖ϕv′( . , t′)‖22;B′2d
eκ(t′−t′δ) + 2ν

∫ t′

t′δ

‖∇′(ϕv′( . , τ))‖22;B′2d
eκ(τ−t′δ) dτ

7



≤ ‖ϕv′( . , t′δ)‖22;B′2d
+
(a

2
+ κ
)∫ t′

t′δ

‖ϕv′‖22;B′2d
eκ(τ−t′δ) dτ

+
∫ t′

t′δ

∫
A′d,2d

[
2ν |∇′ϕ|2 |v′|2 +

(
|v′|2 + 2p′

)
(v′ · ∇′ψ)

]
eκ(τ−t′δ) dx′ dτ. (2.11)

(A similar limit procedure has been used in [17].) Inequality (2.11) holds for a.a.t′ ≥ t′δ, where
t′δ is for technical reasons supposed to be greater thant′∗ := 2a−1 ln 2d. Choosingκ = −2

3a, we
get

‖ϕv′( . , t′)‖22;B′2d
e−

2
3
a(t′−t′δ) +

a

6

∫ t′

t′δ

‖ϕv′( . , τ)‖22;B′2d
e−

2
3
a(τ−t′δ) dτ

+ 2ν
∫ t′

t′δ

‖∇′(ϕv′( . , τ))‖22;B′2d
e−

2
3
a(τ−t′δ) dτ

≤ ‖ϕv′( . , t′δ)‖22;B′2d
+KI(δ) +KII(δ), (2.12)

where

KI(δ) :=
∫ ∞
t′δ

∫
A′d,2d

(
2ν |∇′ϕ|2 |v′|2 + |v′|2 |v′ · ∇′ψ|

)
dx′ e−

2
3
a(τ−t′δ) dτ,

KII(δ) :=
∫ ∞
t′δ

∫
A′d,2d

∣∣2p′ (v′ · ∇′ψ)
∣∣ dx′ e−

2
3
a(τ−t′δ) dτ.

The next lemma is proven in [17]:

Lemma 1. Assume thatv′ ∈ Lr
∗∗,s∗∗(U ′a), 0 < α ≤ r, 0 < β ≤ s, R > 1, t′δ > 2a−1 lnR,

and at least one of the two conditions 1)α = r, ω ≥ 0, 2) α < r, ω > 0 holds. Then∫ ∞
t′δ

(∫
A′1,R

|v′|β dx′
)α
β

e−ωa(t′−t′δ) dt′ −→ 0 as t′δ →∞. (2.13)

Applying Lemma 1, we can show thatKI(δ) → 0 for δ → 0+. (Note that in the case of the
integral containing|v′|2 |v′ · ∇′ϕ2|, we apply Lemma 1 withα = β = 3 andω = 2

3 . Here, we
use the assumptionr ≥ 3.) As to the termKII(δ), we refer to [17], whereKII(δ) is estimated as
follows:

KII(δ) ≤ c3(δ) ‖ϕv′( . , t′δ)‖22;B′2d
+ c4(δ), (2.14)

wherec3(δ) → 0 and c4(δ) → 0 for δ → 0+. (In [17], the author considers an infinitely
differentiable functionϕ with values in[0, 1] such thatϕ = 1 in B′3 andϕ = 0 outsideB′4 instead
of ourϕ, but this difference plays no role.) The proof of (2.14) is relatively laborious especially
because it requires to estimate the transformed pressurep′. Note that bothc3(δ) andc4(δ) also
depend on parametera. Thus, inequalities (2.12) and (2.14) yield

‖ϕv′( . , t′)‖22;B′2d
e−

2
3
a(t′−t′δ) +

a

6

∫ t′

t′δ

‖ϕv′( . , τ)‖22;B′2d
e−

2
3
a(τ−t′δ) dτ

+ 2ν
∫ t′

t′δ

‖∇′(ϕv′( . , τ))‖22;B′2d
e−

2
3
a(τ−t′δ) dτ

8



≤ [1 + c3(δ)] ‖ϕv′( . , t′δ)‖22;B′2d
+ c5(δ), (2.15)

wherec5(δ)→ 0 for δ → 0+.

2.8. A conditional completion of the proof of Theorem 1.Suppose that

(i) there exists a sequence{δn} such thatδn ↘ 0 and lim
n→∞

‖ϕv′( . , t′δn)‖2;B′2d
= 0.

Then the proof of Theorem 1 can be completed as follows: the identity (2.1) is proven in subsection
2.2. The inequalities (2.9), (2.15) and condition (i) imply that

lim
n→∞

1
δ2
n

∫∫
Vδn,a

|v|3 dx dt

≤ lim
n→∞

c2

(∫ ∞
t′δn

‖∇′(ϕv′)‖22;B′2d
e−

2
3
a(t′−t′δn ) dt′

)3
4
(∫ ∞

t′δn

‖ϕv′‖62;B′2d
e−2a(t′−t′δn ) dt′

)1
4

≤ c2 lim
n→∞

(∫ ∞
t′δn

‖∇′(ϕv′)‖22;B′2d
e−

2
3
a(t′−t′δn ) dt′

)3
4

·
(

ess sup
t′δn<t

′<∞
‖ϕv′( . , t′)‖2;B′2d

e−
1
3
a(t′−t′δn )

) (∫ ∞
t′δn

‖ϕv′)‖22;B′2d
e−

2
3
a(t′−t′δn ) dt′

)1
4

≤ c2 lim
n→∞

( 1
2ν

) 3
4
(6
a

) 1
4
(

[1 + c3(δn)] ‖ϕv′( . , t′δn)‖22;B′2d
+ c5(δn)

) 3
2 = 0.

This proves (2.2).
For allm ∈ N andn ∈ N such thatδn ≥

√
aδm, we haveQδm ⊂

(
Uδn,a ∪ Vδn,a

)
. Denote by

nm the maximum of alln ∈ N such thatδnm ≥
√
aδm. Thenδm → ∞ impliesδnm → ∞ (for

m→∞). Hence, using also (2.1) and (2.2), we have

lim
m→∞

1
δ2
m

∫∫
Qδm

|v|3 dx dt ≤ lim
m→∞

1
δ2
nm

∫∫
Uδnm,a∪Vδnm,a

|v|3 dx dt = 0.

This implies (1.6), which means that(x0, t0) is a regular point of the solutionv, p..

3 Proof of Theorem 2 – part II

The purpose of this section is to show that condition (i) holds, provided that assumption (c) of
Theorem 2 is satisfied. Recall thatt′δn = 2a−1 ln(ρ/δn). We observe thatδn ↘ 0 is equivalent
to t′δn ↗ ∞. In order to simplify the notation, we further write onlyt′n instead oft′δn . The
existence of a sequence{t′n} such thatt′n ↗∞ and‖ϕv′( . , t′n)‖2;B′2d

→ 0 (for n→∞) will be
established in this section.

3.1. The integrals of(v′k
2 + p′)ψ (k = 1, 2, 3). Here, we show that the integrals of(v′k

2 + p′)ψ
in B′2d are equal to certain integrals overA′d,2d. Assume, for example, thatk = 1. Let us multiply

equation (2.7) by∇(1
2x
′
1

2ψ) ≡ (x′1, 0, 0)ψ+ 1
2x
′
1

2∇ψ and integrate inB′2d. Sincev′ is a suitable
weak solution to the system (2.7), (2.10) and the set of its singular points has 1D–Hausdorff
measure equal to zero, the integral has a sense for a.a.t′ > t′∗. We obtain

0 =
∫
B′2d

[v′ · ∇′v′ +∇′p′] ·
[
(x′1, 0, 0)ψ + 1

2x
′
1

2∇ψ
]

dx′,
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0 =
∫
B′2d

{
[v′j (∂

′
jv
′
1)x′1 + (∂′1p

′)x′1]ψ + [v′j (∂
′
jv
′
i)

1
2x
′
1

2
∂′iψ + ∂′ip

′ 1
2x
′
1

2
∂′iψ
}

dx′,

0 =
∫
B′2d

[
v′1

2
ψ + v′j v

′
1x
′
1 ∂
′
jψ + p′ ψ + p′x′1 ∂

′
1ψ + v′1v

′
ix
′
1 ∂
′
iψ + v′j v

′
i

1
2x
′
1

2
∂′i∂
′
jψ

+ p′x′1 ∂
′
1ψ + p′ 1

2 x
′
1

2 ∆′ψ
]

dx′.

Similar identities also hold fork = 2 andk = 3. Thus, we have

0 =
∫
B′2d

[v′k
2 + p′]ψ dx′ +

∫
A′d,2d

[
2v′kx

′
k (v′ · ∇′ψ) + 2p′x′k ∂

′
kψ + 1

2x
2
k v′ · ∇′2ψ · v′

+ p′ 12x
2
k ∆′ψ

]
dx′,

0 =
∫
B′1

[v′k
2 + p′]ψ dx′ +

∫
A′1,2d

[v′k
2 + p′]ψ dx′ +

∫
A′d,2d

[
2v′kx

′
k

(v′ · x′)
|x′|

ψ̇ + 2p′
x′k

2

|x′|
ψ̇

+
x′k

2

2

( |v′|2
|x′|

ψ̇ − (v′ · x′)2

|x′|3
ψ̇ +

(v′ · x′)2

|x′|2
ψ̈
)

+ p′
x′k

2

2

( 2
|x′|

ψ̇ + ψ̈
)]

dx′ (3.1)

for k = 1, 2, 3. (One does not sum overk in (3.1). Moreover, the second integral is considered
only inA′d,2d, because the derivatives ofψ are supported in the closure ofA′d,2d.)

3.2. The integral of|v′|2 + 3p′ in B′1. In this subsection, we express the integral of(|v′|2 + 3p′)
in B′1 by means of some other integrals overA′1,2d. Define functionφ in the interval(−∞,∞) by
the formulas

φ(ξ)


= 1 for ξ ≤ 1,

=
(
−1

3
+

4
3ξ3

)
ψ(ξ) for ξ > 1.

φ is continuous and piecewise continuously differentiable. Moreover,φ(ξ) = 0 for ξ ≥ 2d and

ξ φ̇(ξ) + 3φ(ξ) = −1 for 1 < ξ < d. (3.2)

By analogy with functionsψ andϕ, φwill further mostly meanφ(|x′|). We multiply equation (2.7)
by xφ(|x′|) and integrate inR3. Sincexφ(|x|) = ∇′Φ(|x′|), whereΦ(ξ) is an antiderivative to
ξ φ(ξ), we get

0 =
∫
B′2d

[
v′ · ∇′v′ · x′ φ+∇′p′ · x′ φ

]
dx′,

0 =
∫
B′2d

[
|v′|2 φ+

(v′ · x′)2

|x′|
φ̇+ p′

(
3φ+ |x′| φ̇

)]
dx′.

Using the concrete form of functionφ and applying (3.2), we further obtain

0 =
∫
B′1

(
|v′|2 + 3p′

)
dx′ +

∫
A′1,d

[
|v′|2

(
−1

3
+

4
3|x′|3

)
− 4(v′ · x′)2

|x′|5
]

dx′ −
∫
A′1,d

p′ dx′

+
∫
A′d,2d

[
|v′|2

(
−ψ

3
+

4ψ
3|x′|3

)
+

(v′ · x′)2

|x|

(
− ψ̇

3
+

4ψ̇
3|x′|3

)
− 4 (v′ · x′)2

|x′|5
ψ
]

dx′

−
∫
A′d,2d

p′
(
ψ +

|x′|
3
ψ̇ − 4ψ̇

3|x′|2
)

dx′. (3.3)
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3.3. Condition (i) – the beginning. In order to fulfill condition (i), we need an information
on the behavior of‖ϕv′( . , t′δ)‖22;B′2d

for t′δ → ∞. Therefore we multiply formula (3.1) byαk,

sum overk = 1, 2, 3 and add the sum to the equation‖ϕv′‖22;B′2d
= ‖ϕv′‖22;B′1

+ ‖ϕv′‖22;A′1,2d
.

Furthermore, we multiply formula (3.3) byβ := α1 + α2 + α3 and also add the product to
‖ϕv′‖22;B′2d

. (The real numbersα1, α2, α3 will be specified later, see (3.5).) Due to the choice of

β, the factorα1 + α2 + α3 − β in front of
∫
A′1,2d

p′ ψ dx′ is equal to zero. Thus, we obtain

‖ϕv′‖22;B′2d
= ‖ϕv′‖22;A′1,2d

+
3∑

k=1

∫
B′1

[(1 + αk)v′k
2 + αkp

′] dx′ + β

∫
B′1

(
|v′|2 + 3p′

)
dx′

+
3∑

k=1

∫
A′1,d

αkv
′
k

2 dx′ + β

∫
A′1,d

[
|v′|2

(
−1

3
+

4
3|x′|3

)
− 4(v′ · x′)2

|x′|5
]

dx′

+
3∑

k=1

αk

∫
A′d,2d

[
v′k

2
ψ + 2v′kx

′
k

v′ · x′

|x′|
ψ̇ + 2p′

x′k
2

|x′|
ψ̇

+
x′k

2

2

( |v′|2
|x′|

ψ̇ − (v′ · x′)2

|x′|3
ψ̇ +

(v′ · x′)2

|x′|2
ψ̈
)

+ p′
x′k

2

2

( 2
|x′|

ψ̇ + ψ̈
)]

dx′

+ β

∫
A′d,2d

[
|v′|2

(
−ψ

3
+

4ψ
3|x′|3

)
+

(v′ · x′)2

|x|

(
− ψ̇

3
+

4ψ̇
3|x′|3

)
− 4 (v′ · x′)2

|x′|5
ψ
]

dx′

− β
∫
A′d,2d

p′
( |x′|

3
ψ̇ − 4ψ̇

3|x′|2
)

dx′.

Subtracting‖ϕv′‖22;A′1,2d
from both sides and taking into account thatϕ = 1 in B′1, we get

‖v′‖22;B′1
= Ψ1 + Ψ2 + Ψ3 + Ψ4 + Ψ5, (3.4)

where

Ψ1 :=
∫
B′1

[
(1 + 2α1 + α2 + α3) v′1

2 + (1 + α1 + 2α2 + α3) v′2
2

+ (1 + α1 + α2 + 2α3) v′3
2 + 4(α1 + α2 + α3) p′

]
ψ dx′,

Ψ2 :=
3∑

k=1

∫
A′1,d

αkv
′
k

2 dx′ + β

∫
A′1,d

[
|v′|2

(
−1

3
+

4
3|x′|3

)
− 4(v′ · x′)2

|x′|5
]

dx′,

Ψ3 :=
3∑

k=1

αk

∫
A′d,2d

[
v′k

2
ψ + 2v′kx

′
k

v′ · x′

|x′|
ψ̇ +

x′k
2

2

( |v′|2
|x′|

ψ̇ − (v′ · x′)2

|x′|3
ψ̇ +

(v′ · x′)2

|x′|2
ψ̈
)]

dx′

+ β

∫
A′d,2d

[
|v′|2

(
−ψ

3
+

4ψ
3|x′|3

)
+

(v′ · x′)2

|x|

(
− ψ̇

3
+

4ψ̇
3|x′|3

)
− 4 (v′ · x′)2

|x′|5
ψ
]

dx′,

Ψ4 :=
3∑

k=1

αk
2

∫
A′d,2d

x′k
2
p′
(
ψ̈ +

6
|x′|

ψ̇
)

dx′,

Ψ5 := −β
∫
A′d,2d

p′
( |x′|

3
ψ̇ − 4ψ̇

3|x′|2
)

dx′.
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Let us now chooseα1, α2, α3 so that2α1 +α2 +α3 = γ1, α1 + 2α2 +α3 = γ2 and α1 +α2 +
2α3 = γ3. Then

αk = γk −
1
4

(γ1 + γ2 + γ3) (for k = 1, 2, 3). (3.5)

Thus, functionΨ1 satisfies

Ψ1 =
∫
B′1

[
(1 + γ1) v′1

2 + (1 + γ2) v′2
2 + (1 + γ3) v′3

2 + (γ1 + γ2 + γ3) p′
]
ψ dx′

≤ Ψ̃1 :=
∫
B′1

F [v′, p′, γ1, γ2, γ3]ψ dx′,

where ∫ ∞
t′∗

|Ψ̃1|r
∗∗

dt′ ≤
(4π

3

) s∗∗−1
s∗∗ r∗∗

∫ ∞
t′∗

(∫
B′1

F [v′, p′, γ1, γ2, γ3]s
∗∗

dx′
)r∗∗
s∗∗

dt′

=
(4π

3

) s∗∗−1
s∗∗ r∗∗

∫ t0

t∗

(∫
|x−x0|<θ(t)

F [v, p, γ1, γ2, γ3]s
∗∗

dx
)r∗∗
s∗∗

dt < ∞ (3.6)

due to assumption (c), provided thatγ1, γ2, γ3 satisfy the restrictions formulated in this condition.
(Here, we denotet∗ := t0 − (ρ2/a) e−at

′
∗ – compare with (2.4).) HencẽΨ1 ∈ Lr

∗∗
(t′∗,∞). Since∫ ∞

t′∗

|Ψ2|
r
2 dt′ ≤ C

∫ ∞
t′∗

(∫
A′1,d

|v′|2 dx′
)r

2

dt′ ≤ C(d)
∫ ∞
t′∗

(∫
A′1,d

|v′|s dx′
)r
s

dt′

= C(d)
∫ t0

t∗

(∫
θ(t)<|x−x0|<dθ(t)

|v|s dx
)r
s

dt < ∞ (3.7)

(due to condition (a)), we observe thatΨ2 ∈ Lr/2(t′∗,∞). FunctionΨ3 can be treated in the same
way, with a small difference, i.e. that we integrate inA′d,2d instead ofA′1,d in the x′–space and
in the regiondθ(t) < |x − x0| < 2dθ(t) instead ofθ(t) < |x − x0| < dθ(t) in the x–space.
However, we also deduce thatΨ3 ∈ Lr/2(t′∗,∞).

3.4. The estimates ofΨ4. The functionsΨ4 andΨ5 need a special treatment, because they
contain the pressurep′ and we not have an explicit additional information on the integrability ofp′

inA′d,2d (in contrast tov′, which is due to assumption (a) of Theorem 1 inLr,s(U ′a)). Nevertheless,
if η is an appropriate cut–off function inR3 thenp′ satisfies the obvious identity

η(x′) p′(x′, t′) = − 1
4π

∫
R3

1
|x′ − y′|

[
∆′(ηp′)

]
(y′, t′) dy′ (3.8)

for x′ ∈ R3. Concretely, we assume that0 < κ < 1 and chooseη so that it is infinitely differen-
tiable and satisfies

η(x′)


= 1 for |x′| ≤ κ e

1
2
at′ ,

∈ [0, 1] for κ e
1
2
at′ < |x′| ≤ e

1
2
at′ ,

= 0 for e
1
2
at′ < |x′|,
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|∇′η| ≤ 2
1− κ

e−
1
2
at′ and |∇′2η| ≤ 8

(1− κ)2
e−at

′
.

Integrating by parts in (3.8) and using the formula∆′p′ = −∂′i∂′j(v′iv′j), we derive that

η(x′) p′(x′, t′) = p′1(x′, t′) + p′2(x′, t′) + p′3(x′, t′), (3.9)

where

p′1(x′, t′) =
1

4π

∫
B′1

∂2

∂y′i ∂y
′
j

( 1
|x′ − y′|

)
[v′iv

′
j ](y

′, t′) dy′,

p′2(x′, t′) =
1

4π

∫
A′1, eat

′/2

∂2

∂y′i ∂y
′
j

( 1
|x′ − y′|

)
[ηv′iv

′
j ](y

′, t′) dy′,

p′3(x′, t′) = − 1
2π

∫
A′κeat

′/2, eat
′/2

x′i − y′i
|x′ − y′|3

( ∂η
∂y′j

v′iv
′
j

)
(y′, t′) dy′

+
1

4π

∫
A′κeat

′/2, eat
′/2

1
|x′ − y′|

( ∂2η

∂y′i ∂y
′
j

v′iv
′
j

)
(y′, t′) dy′

+
1

2π

∫
A′κeat

′/2, eat
′/2

x′i − y′i
|x′ − y′|3

( ∂η
∂y′i

p′
)

(y′, t′) dy′

+
1

4π

∫
A′κeat

′/2, eat
′/2

1
|x′ − y′|

[∆′η p′ ](y′, t′) dy′.

We can now splitΨ4 to the sumΨ41 + Ψ42 + Ψ43, where

Ψ4l :=
3∑

k=1

αk
2

∫
A′d,2d

x′k
2
p′l

(
ψ̈(|x′|) +

6
|x′|

ψ̇(|x′|)
)

dx′ for l = 1, 2, 3.

3.5. Estimates ofΨ42 and Ψ43. Let us at first deal with the “easy” termsΨ42 andΨ43. . Applying
the Calderon–Zygmund theorem, we obtain∫

A′1, eat
′/2

|p′2(y′, t′)|
s
2 dy′ ≤ C

∫
A′1, eat

′/2

|v′(y′, t′)|s dy′. (3.10)

Using also (2.8), we can show thatΨ42 ∈ Lr/2(t′∗,∞):∫ ∞
t′∗

|Ψ42|
r
2 dt′ ≤ C

∫ ∞
t′∗

(∫
A′d,2d

|p′2| dx′
)r

2

dt′ ≤ C

∫ ∞
t′∗

(∫
A′d,2d

|p′2|
s
2 dx′

)r
s

d3 s−2
s

r
2 dt′

≤ C

∫ ∞
t′∗

(∫
A′

1,eat
′/2

|p′2|
s
2 dx′

)r
s

dt′ ≤ C

∫ ∞
t′∗

(∫
A′

1,eat
′/2

|v′|s dx′
)r
s

dt′

= C

∫ t0

t∗

(∫
θ(t)<|x−x0|<ρ

|v|s dx
)r
s

dt < ∞. (3.11)

In order to derive an analogous information onΨ43, we estimatep′3 as follows: ifx′ ∈ A′d,2d then

|p′3(x′, t′)| ≤ C e−
3
2
at′
∫
A′κeat

′/2, eat
′/2

[
|v′|2 + |p′|

]
dx′. (3.12)
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(Note that the generic constantC in (3.11) and (3.12) depends onα1, α2, α3 andd.) Since the
set of possible singular points of solutionv has the1–dimensional Hausdorff measure equal to
zero, we can assume without loss of generality thatρ (respectivelyκ ∈ (0, 1)) are chosen so small
(respectively close to1) thatv has no singular points in the regionκρ − σ < |x − x0| < ρ + σ,
t0 − ρ2 − σ2 < t < t0 + σ2 for someσ > 0. Thenv, with all its spatial derivatives, is essentially
bounded in{(x, t) ∈ R4; κρ < |x − x0| < ρ, t0 − ρ2 < t < t0}. The known results on the
interior regularity of pressure (Lemma 2 from [17] or Theorem 4 from [18]) imply that ifΩ = R

3

thenp (together with all its spatial derivatives) is also essentially bounded in the same region. If
Ω satisfies the assumptions from Section 1, but it differs fromR3, thenp (together with all its
spatial derivatives) is only inLλ(t0 − ρ2, t0; L∞(Aκρ,ρ) for eachλ ∈ (1, 2). (See Lemma 2 in
[13] or Theorem 2 in [18]). Denote, for a while, byp∞(t) (respectivelyv∞(t)) theL∞–norm of
p( . , t) (respectivelyv( . , t)) in Aκρ,ρ. Putt′∗∗ := (2/a) ln(2d/κ) andt∗∗ := t0 − (ρ2/a) e−at

′
∗∗ .

(Then2d < κ eat
′/2 for t′ > t′∗∗.) Sincer ≥ 3, we haver/(r − 1) ≤ 3

2 . Chooseµ andλ so that
1 < µ < λ < 2. Then∫ ∞

t′∗∗

|Ψ43|µ dt′ ≤ C

∫ ∞
t′∗∗

(∫
A′d,2d

|p′3| dx′
)µ

dt′

≤ C

∫ ∞
t′∗∗

(
e−

3
2
at′
∫
A′
κeat
′/2,eat′/2

(
|v′|2 + |p′|

)
dx′
)µ

dt′

= C ρ−3µ

∫ t0

t∗∗

(∫
κρ<|x−x0|<ρ

(
|v|2 + |p|

)
dx
)α

θ2µ−2(t) dt

≤ C ρ−3µ

∫ t0

t∗∗

(
v2µ
∞ (t) + pµ∞(t)

)
θ2α−2(t) dt

≤ C ρ−3µ

[∫ t0

t∗∗

(
v2λ
∞ (t) + pλ∞(t)

)
dt
]µ
λ
[∫ t0

t∗∗

θ
(2µ−2) λ

λ−µ (t) dt
]λ−µ

λ

,

whereC = C(α1, α2, α3, d). The first integral on the last line is finite because1 < λ < 2
and the second integral is finite because the exponent(2µ − 2) λ

λ−µ is greater than−2. Hence
Ψ43 ∈ Lµ(t′∗∗,∞) for eachµ ∈ (1, 2).

3.6. The functionΨ41. Here, we deal with the “most difficult” part ofΨ4, which is the termΨ41.
Functionp′1 satisfies:

p′1(x′, t′) =
1

4π

∫
B′1

(
3

(x′i − y′i)(x′j − y′j)
|x′ − y′|5

− δij
|x′ − y′|3

)
[v′iv

′
j ](y

′, t′) dy′

=
1

4π

∫
B′1

(
3

[v(y′, t′) · (x′ − y′)]2

|x′ − y′|5
− |v

′(y′, t′)|2

|x′ − y′|3
)

[v′iv
′
j ](y

′, t′) dy′.

One can calculate that

3
[v(y′, t′) · (x′ − y′)]2

|x′ − y′|5
− |v

′(y′, t′)|2

|x′ − y′|3
= 3

[v(y′, t′) · x′]2

|x′|5
− |v

′(y′, t′)|2

|x′|3

+O
(
d−4 |v(y′, t′)|2

)
for x ∈ B′1 andy ∈ A′d,2d. Hence

p′1(x′, t′) =
1

4π

∫
B′1

(
3

[v(y′, t′) · x′]2

|x′|5
− |v

′(y′, t′)|2

|x′|3
)

dy′

14



+
1

4π

∫
B′1

O
(
d−4 |v(y′, t′)|2

)
dy′. (3.13)

The contribution of the second term on the right hand side toΨ41 (let us denote it byΨ412) satisfies

|Ψ412| ≤
C

d4

3∑
k=1

αk
2
‖v′( . , t′)‖22;B′1

∫
A′d,2d

x′k
2
∣∣∣ψ̈(|x′|) +

6
|x′|

ψ̇(|x′|)
∣∣∣ dx′

≤ C

d
‖v′( . , t′)‖22;B′1

. (3.14)

The contribution of the first integral on the right hand side of (3.13) toΨ41 (we denote it byΨ411)
can be split to the sum:

Ψ411 :=
3∑

k=1

αk
2

Ψ411k, (3.15)

where

Ψ411k =
∫
A′d,2d

x′k
2
(
ψ̈(|x′|) +

6
|x′|

ψ̇(|x′|)
) 1

4π

∫
B′1

(
3

[v′(y′, t′) · x′]2

|x′|5
− |v

′(y′, t′)|2

|x′|3
)

dy′ dx′.

The termΨ411 will be finally (after we substitute forΨ1, . . . , Ψ5 to (3.4)) compared with the left
hand side of (3.4), i.e. with‖v′‖22;B′1

. Hence we cannot just estimateΨ411k by a constant times

‖v′‖22;B′1
, but we must evaluate it precisely. Assume at first thatk = 1. The integral overA′d,2d

(with respect tox′) can be split (by Fubini’s theorem) to the iterated integral
∫ 2d
d

∫
Sξ
. . . dSξ dξ,

whereSξ is the sphere inR3 with the center at the point0 and radiusξ. Furthermore, the surface

integral overSξ is equal to the iterated integral
∫ ξ
−ξ
∫
Cξ(x

′
1) . . . dl dx′1, whereCξ(x′1) is a circle on

Sξ, corresponding to fixedx′1. (Hence the radiush of Cξ(x′1) is h = (ξ2 − x′1
2)1/2.) Finally, the

line integral overCξ(x′1) can be expressed as the integral from0 to 2π with respect toσ, using the
parametric equationsx′2 = h cosσ, x′3 = h sinσ. (Then the Cartesian coordinates of pointx′ on
Cξ(x′1) are

(
x′1, h cosσ, h sinσ

)
anddl transforms toh dσ.) Thus,

Ψ4111 =
∫ 2d

d

∫ ξ

−ξ

∫ 2π

0
x′1

2
[
ψ̈(ξ) +

6
ξ
ψ̇(ξ)

] 1
4π

∫
B′1

(
3

[v′(y′, t′) · (x′1, h cosσ, h sinσ)]2

ξ5

− |v
′(y′, t′)|2

ξ3

)
dy′ hdσ dx′1 dξ

=
∫
B′1

∫ 2d

d

∫ ξ

−ξ
x′1

2
[
ψ̈(ξ) +

6
ξ
ψ̇(ξ)

] h

4π

∫ 2π

0

(
3

[v′(y′, t′) · (x′1, h cosσ, h sinσ)]2

ξ5

− |v
′(y′, t′)|2

ξ3

)
dσ dx′1 dξ dy′.

Sincev′ ≡ v′(y′, t′) is independent ofσ, the inside integral can be explicitly calculated:∫ 2π

0

(
3

[v′ · (x′1, h cosσ, h sinσ)]2

ξ5
− |v

′|2

ξ3

)
dσ

=
π

ξ3

[(6x′1
2

ξ2
− 2
)
v′1

2 +
(3h2

ξ2
− 2
)
v′2

2 +
(3h2

ξ2
− 2
)
v′3

2
]

15



=
π

ξ3

(3x′1
2

ξ2
− 1
) (

2v′1
2 − v′2

2 − v′3
2)
.

(We have used the formulah2 = ξ2−x′1
2.) Hence, calculating also the integral from−ξ to ξ with

respect tox′1:∫ ξ

−ξ
x′1

2 h

4π
π

ξ3

(3x′1
2

ξ2
− 1
)

dx′1 =
1

4ξ3

∫ ξ

−ξ
x′1

2
√
ξ2 − x′1

2
(3x′1

2

ξ2
− 1
)

dx′1 =
πξ

64
,

we get

Ψ4111 =
∫
B′1

(∫ 2d

d

[
ψ̈(ξ) +

6
ξ
ψ̇(ξ)

] πξ
64

dξ
)(

2v′1
2 − v′2

2 − v′3
2) dy′

= I(ψ)
∫
B′1

(
2v′1

2 − v′2
2 − v′3

2) dy′ = I(ψ)
∫
B′1

(
3v′1

2 − |v′|2
)

dy′,

where

I(ψ) :=
π

64

∫ 2d

d

[
ψ̈(ξ) +

6
ξ
ψ̇(ξ)

]
ξ dξ =

π

64

∫ 2d

d

[ d
dξ
(
ξ ψ̇(ξ)

)
+ 5ψ̇(ξ)

]
dξ = −5π

64
.

We obtain similarly the formulas

Ψ411k =
5π
64

∫
B′1

(
|v′|2 − 3v′k

2) dy′ for k = 2, 3.

Substituting now forΨ411k (k = 1, 2, 3) to (3.15), we get

Ψ411 =
5π
128

∫
B′1

[
(α1 + α2 + α3) |v′|2 − 3 (α1v

′
1

2 + α2v
′
2

2 + α3v
′
3

2)
]

dy′. (3.16)

3.7. The functionΨ5. By analogy withΨ4, we writeΨ5 = Ψ51 + Ψ52 + Ψ53, where

Ψ5l := −β
∫
A′d,2d

p′l

( |x′|
3
ψ̇ − 4ψ̇

3|x′|2
)

dx′ (for l = 1, 2, 3)

and similarly as in the cases ofΨ42 andΨ43, we can also prove thatΨ52 ∈ Lr/2(t′∗,∞) and
Ψ53 ∈ Lµ(t′∗∗,∞) for all µ ∈ (1, 2). The most difficult part ofΨ5 is againΨ51, which contains
p′1. If we expressp′1 by formula (3.13), we getΨ51 = Ψ511 + Ψ512, where

Ψ511 := − β

4π

∫
A′d,2d

( |x′|
3
ψ̇ − 4ψ̇

3|x′|2
)∫

B′1

(
3

[v(y′, t′) · x′]2

|x′|5
− |v

′(y′, t′)|2

|x′|3
)

dy′ dx′,

Ψ512 := − β

4π

∫
A′d,2d

( |x′|
3
ψ̇ − 4ψ̇

3|x′|2
)∫

B′1

O
(
d−4 |v(y′, t′)|2

)
dy′ dx′.

Hence

Ψ511 = − β

4π

∫
B′1

∫
A′d,2d

( |x′|
3
ψ̇ − 4ψ̇

3|x′|2
)(

3
[v · x′]2

|x′|5
− |v

′|2

|x′|3
)

dx′ dy′, (3.17)
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|Ψ512| ≤
C

d
‖v′‖22;B′1

, (3.18)

wherev′ ≡ v(y′, t′). Transforming the inside integral in (3.17) to the spherical coordinates
R, ζ, ϑ, we calculate:∫

A′d,2d

( |x′|
3
ψ̇ − 4ψ̇

3|x′|2
)(

3
[v · x′]2

|x′|5
− |v

′|2

|x′|3
)

dx′ = I1 · I2,

where

I1 =
∫ 2d

d

(R
3
ψ̇(R)− 4ψ̇(R)

3R2

) 1
R

dR,

I2 =
∫ 2π

0

∫ π/2

−π/2

[
3 [v′ · (cos ζ cosϑ, sin ζ cosϑ, sinϑ)]2 − |v′|2

]
cosϑ dϑ dζ

=
∫ 2π

0

∫ π/2

−π/2

[
3v′1

2 cos2 ζ cos3 ϑ+ 3v′2
2 sin2 ζ cos3 ϑ+ 3v′3

2 sin2 ϑ cosϑ

+ 6v′1v
′
2 cos ζ sin ζ cos3 ϑ+ 6v′1v

′
3 cos ζ cos2 ϑ sinϑ

+ 6v′2v
′
3 sin ζ cos2 ϑ sinϑ−

(
v′1

2 + v′2
2 + v′3

2) cosϑ
]

dϑ dζ

= π

∫ π/2

−π/2

[
3v′1

2 cos3 ϑ+ 3v′2
2 cos3 ϑ+ 6v′3

2 sin2 ϑ cosϑ

− 2
(
v′1

2 + v′2
2 + v′3

2) cosϑ
]

dϑ.

The last integral equals zero. HenceΨ511 = 0. (This is in fact not surprising, because for each
x on the sphereSR(0), the difference3 [v · x′]2/|x′|2 − |v′|2 is equal to the second power of the
component ofv in the direction ofx (multiplied by2) minus the second power of the component
of v in the direction perpendicular tox, and when one integrates with respect tox over the sphere
SR(0), it yields zero.)

3.8. Condition (i) – the completion. If we now use formulas (3.4), (3.16) and the identity
Ψ511 = 0, we obtain

‖v′‖22;B′1
≤ Ψ̃1 + Ψ2 + Ψ3 + Ψ411 + Ψ412 + Ψ42 + Ψ43 + Ψ512 + Ψ52 + Ψ53

= Ψ412 + Ψ512 + Ψ̃ +
5π
128

∫
B′1

[
(α1 + α2 + α3) |v′|2 − 3

3∑
k=1

αkv
′
k

2
]

dy′,

where Ψ̃ = Ψ̃1 + Ψ2 + Ψ3 + Ψ42 + Ψ43 + Ψ52 + Ψ53. Hence∫
B′1

[(
1− 5π

128
(α1 + α2 + α3)

)
|v′|2 +

15π
128

3∑
k=1

αkv
′
k

2
]

dx′ ≤ Ψ412 + Ψ512 + Ψ̃.

Substituting forα1, α2 and α3 from (3.5), we obtain exactly the same inequality, only with
γ1, γ2, γ3 instead ofα1, α2, α3:∫

B′1

[(
1− 5π

128
(γ1 + γ2 + γ3)

)
|v′|2 +

15π
128

3∑
k=1

γkv
′
k

2
]

dx′ ≤ Ψ412 + Ψ512 + Ψ̃.
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Due to inequalities (1.9), there existsε > 0 such that the left hand side is greater than or equal to
ε ‖v′‖22;B′1

. Due to (3.14) and (3.18), one can choosed so large that|Ψ412 + Ψ512| ≤ 1
2ε ‖v

′‖22;B′1
.

Then we have12ε ‖v
′‖22;B′1

≤ |Ψ̃|, which implies that

ε

2
‖ϕv′‖22;B′2d

≤ Ψ̃ +
ε

2
‖ϕv′‖22;A′1,2d

.

Ψ̃ is a sum of terms which are either inLr
∗∗

(t′∗,∞) (like Ψ̃1), or in Lr/2(t′∗,∞) (this concerns
Ψ2, Ψ3 andΨ42), or inLµ(t′∗∗,∞) (like Ψ43 andΨ53). Moreover, by analogy withΨ2 or Ψ3, one
can show that‖ϕv′‖22;A′1,2d

∈ Lr/2(t′∗,∞), too. Consequently, there exists a sequence{t′n} such

thatt′n ↗∞ andΨ̃(t′n) + 1
2ε ‖ϕv′( . , t′n)‖22;A′1,2d

−→ 0 (for n→∞). This verifies condition (i)

from Section 2.
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