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#### Abstract

We consider the compressible Navier-Stokes-Cahn-Hilliard system describing the behavior of a binary mixture of compressible, viscous and macroscopically immiscible fluids. The equations are endowed with dynamic boundary conditions which allows taking into account the interaction between the fluid components and the rigid walls of the physical domain. We establish the existence of global-in-time weak solutions for any finite energy initial data.
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## 1. Introduction

The motion of an isothermal mixture of two immiscible and incompressible fluids subject to phase separation can be described by the Navier-Stokes equations for the average fluid velocity (nonlinearly) coupled with the convective Cahn-Hilliard equation. The latter describes the evolution of the difference of the relative concentrations of the two fluids. This model is known as model H, but it is also usually called Cahn-Hilliard-Navier-Stokes system (see, e.g., [3], [25], [26], [31]).

In this paper, we are actually interested in a variant of such a model. More precisely, we consider a binary mixture of immiscible compressible fluids occupying a bounded domain $\Omega \subset \mathbb{R}^{3}$. The time evolution of the mass density $\varrho=\varrho(t, x)$, the bulk velocity $\mathbf{u}=\mathbf{u}(t, x)$ and the concentration difference $c=c(t, x)$ is governed by the system of partial differential equations:

$$
\begin{align*}
& \partial_{t} \varrho+\operatorname{div}_{x}(\varrho \mathbf{u})=0  \tag{1a}\\
& \partial_{t}(\varrho \mathbf{u})+\operatorname{div}_{x}(\varrho \mathbf{u} \otimes \mathbf{u})+\nabla_{x} p(\varrho, c)=\operatorname{div}_{x} \mathbb{S}\left(c, \nabla_{x} \mathbf{u}\right)-\operatorname{div}_{x}\left(\nabla_{x} c \otimes \nabla_{x} c-\frac{1}{2}\left|\nabla_{x} c\right|^{2} \mathbb{I}\right),  \tag{1b}\\
& \partial_{t}(\varrho c)+\operatorname{div}_{x}(\varrho c \mathbf{u})=\triangle_{x} \mu,  \tag{1c}\\
& \varrho \mu=\varrho \frac{\partial}{\partial c} f-\triangle_{x} c \tag{1d}
\end{align*}
$$

where $\mu$ denotes the chemical potential and $f=f(\varrho, c)$ is the free energy density, the precise form of which is specified later. Here and within the paper we use the classical notation for the scalar product of tensors $\mathbb{A}=\left\{A_{i, j}\right\}_{i, j}$ and $\mathbb{B}=\left\{B_{i, j}\right\}_{i, j}$ :

$$
\mathbb{A}: \mathbb{B}=\sum_{i, j} A_{i, j} B_{i, j}
$$

while $\mathbf{a} \otimes \mathbf{b}$ denotes the tensor product of two vectors $\mathbf{a}$ and $\mathbf{b}$ :

$$
\mathbf{a} \otimes \mathbf{b}=\left\{a_{i} b_{j}\right\}_{i, j} .
$$

The equations are supposed to hold for $(t, x) \in(0, T) \times \Omega$.
1.1. Boundary and initial conditions. We now consider an immiscible two-phase flow in which one fluid displaces the other along the boundary $\Gamma:=\partial \Omega$.

It was observed (see, e.g., [9]), in the incompressible case, that the moving contact line, defined as the intersection of the fluid-fluid interface with the solid wall, is incompatible with the no-slip boundary condition (see [10], [34] and the references therein). Indeed, as shown in [10], under the usual hydrodynamic assumptions, namely, incompressible Newtonian fluids, no-slip boundary condition and smooth rigid walls, there is a velocity discontinuity at the moving contact line and the tangential force exerted by the fluids on the solid surface $\Gamma$ in the vicinity of the contact line becomes infinite. Thus, in immiscible two-phase flows, none of the standard boundary conditions can account for the moving contact line slip velocity profiles obtained from simulations and, therefore, new boundary conditions were required to describe the observed phenomena.

In order to account for moving contact lines a generalization of the Navier boundary conditions has been proposed in [38] (see also [37]) using the laws of thermodynamics and variational principles related to the minimum energy dissipation. These laws state that the entropy associated with the composition diffusion and the work done by the flow to the fluid-fluid interface are conserved.

Following this approach, now in the compressible case, and assuming the boundary $\Gamma$ sufficiently smooth, we impose the generalized Navier boundary conditions ${ }^{1}$

$$
\left.\begin{array}{rl}
\mathbf{u} \cdot \mathbf{n} & =0  \tag{2a}\\
\left(\mathbb{S}\left(c, \nabla_{x} \mathbf{u}\right) \mathbf{n}\right)_{\tau}+\beta \mathbf{u}_{\tau} & =\mathcal{L}(c) \nabla_{\tau} c
\end{array}\right\} \text { on } \Gamma
$$

where $\beta>0$, together with the Neumann boundary condition for the chemical potential

$$
\nabla_{x} \mu \cdot \mathbf{n}=0, \text { on } \Gamma .
$$

The main novelty with respect to the existing literature on mixtures of compressible fluids are the dynamic boundary conditions for $c$ :

$$
\left.\begin{array}{rl}
\partial_{t} c+\mathbf{u}_{\tau} \nabla_{\tau} c & =-\mathcal{L}(c)  \tag{2b}\\
\mathcal{L}(c) & =-\triangle_{\tau} c+\xi c+k(c)+\partial_{\mathbf{n}} c
\end{array}\right\} \text { on } \Gamma
$$

where $\xi>0$ is a constant and $k$ a suitable nonlinear function to be specified later. Such boundary condition can be interpreted as a parabolic equation on $\Gamma$. Note that viscous fluids are usually supposed to adhere completely to the physical boundary, which gives rise to the standard noslip condition. Nevertheless, in [35], the so-called generalized Navier boundary conditions were introduced as a more realistic partial slip condition, where $\mathbf{u}_{\tau}$ is the slip velocity at the boundary measured tangentially to the wall and $\beta$ is a slip coefficient, see Heida, Málek and Rajagopal [26] for a thorough discussion of this issue.

As mentioned above, it is known that the moving contact line defined at the intersection of the fluid-fluid interface with the wall is incompatible with the standard boundary conditions meaning Neumann boundary condition for the concentration (note that this leads to a static contact line with contact angle $\frac{\pi}{2}$ ) and no-slip boundary condition for the velocity. In [20] the dynamic boundary conditions that we consider here were introduced and well-posedness for the Cahn-Hilliard-NavierStokes incompressible model was proved.

We also mention that different types of dynamic boundary conditions were considered for the numerical study of the incompressible Cahn-Hilliard-Navier-Stokes equations, see, e.g., [6], [30], [40], [41], [44].

Finally, the system is supplemented with the initial conditions:

$$
\left.\begin{array}{r}
\varrho(0, x)=\varrho_{0}(x)  \tag{3a}\\
\varrho \mathbf{u}(0, x)=\mathbf{m}_{0}(x) \\
\varrho c(0, x)=\varrho_{0} c_{0}(x)
\end{array}\right\} \text { for } x \in \Omega
$$

[^1]and
\[

$$
\begin{equation*}
c(0, x)=c_{0}(x) \text { for } x \in \Gamma \tag{3b}
\end{equation*}
$$

\]

where we have introduced the momentum $\mathbf{m}=\varrho \mathbf{u}$.
1.2. Constitutive relations. The viscous stress $\mathbb{S}$ is given by Newton's rheological law:

$$
\mathbb{S}=\mathbb{S}\left(c, \nabla_{x} \mathbf{u}\right)=\nu(c)\left(\nabla_{x} \mathbf{u}+\nabla_{x}^{t} \mathbf{u}-\frac{2}{3} \operatorname{div}_{x} \mathbf{u} \mathbb{I}\right)+\eta(c) \operatorname{div}_{x} \mathbf{u} \mathbb{I}
$$

where the viscosity coefficients $\nu>0, \eta \geq 0$ are continuously differentiable functions of $c$ satisfying:

$$
0<\underline{\nu} \leq \nu(c) \leq \bar{\nu}, \quad 0 \leq \eta(c) \leq \bar{\eta}, \forall c .
$$

The interface between the fluids is modeled via the diffused interface approximation and corresponds to the total free energy in the form:

$$
\begin{equation*}
\left.E_{\text {free }}(\varrho, c)\right|_{t}=\int_{\Omega} \varrho(t, x) f(\varrho(t, x), c(t, x))+\frac{1}{2}\left|\nabla_{x} c(t, x)\right|^{2} \mathrm{~d} x \tag{4}
\end{equation*}
$$

Moreover, we suppose

$$
f=f(\varrho, c)=f_{e}(\varrho)+H(c) \log \varrho+G(c),
$$

where $H$ and $G$ are continuously differentiable functions satisfying

$$
\begin{gather*}
-H_{1} \leq H^{\prime}(c), H(c) \leq H_{2}, c \in \mathbb{R}, \text { with } H_{1}, H_{2}>0,  \tag{5}\\
G_{1} c-G_{2} \leq G^{\prime}(c) \leq G_{3}(1+c), c \in \mathbb{R}, \text { with } G_{1}, G_{2}, G_{3}>0 \tag{6}
\end{gather*}
$$

Note that, due to the assumptions on $G$ and $H, \varrho \log (\varrho) H(c)+\varrho G(c)$ is bounded from below for $(\varrho, c) \in(0, \infty) \times \mathbb{R}$.

The pressure is interrelated to $f$ via

$$
\begin{equation*}
p(\varrho, c)=\varrho^{2} \frac{\partial f(\varrho, c)}{\partial \varrho}=p_{e}(\varrho)+\varrho H(c) \tag{7}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{1} \varrho^{\gamma-1}-p_{2} \leq p_{e}^{\prime}(\varrho) \leq p_{3}\left(1+\varrho^{\gamma-1}\right) \tag{8}
\end{equation*}
$$

for a certain $\gamma>3 / 2$ and $p_{1}, p_{2}, p_{3}>0$.
Finally, $k$ is a nonlinear function which accounts for the interfacial energy at the mixture-wall interface. The typical choice of $k$ in the context of dynamic boundary conditions for the Cahn-Hilliard-Navier-Stokes model is:

$$
k(\vartheta)=-\frac{\sqrt{2}}{6} \cos \vartheta_{s} \cos \left(\frac{\pi}{2} \vartheta\right)
$$

where $\vartheta_{s}$ is the static contact angle between the fluid-fluid interface and the wall. We denote by $K$ a fixed primitive function of $k$ satisfying $K \geq 0$.
1.3. Main result. To the best of our knowledge, this is the first mathematical study of the compressible Navier-Stokes-Cahn-Hilliard system with dynamic boundary conditions. The existence theory for the system (1a)-(1d) was developed in [1] for the model with "passive" boundary conditions (namely, homogeneous Dirichlet conditions for the velocity field $\mathbf{u}$ and the homogeneous Neumann conditions for the chemical potential $\mu$ and concentration $c$ ). As the main result, the authors managed to prove the existence of global weak solutions to the model (1-4).

Recently, the dynamic boundary conditions have attracted an interest in the area of phase field models being first introduced in order to take into account the interaction between a binary material and the walls of the physical domain. A large amount of mathematical literature exists on this subject, we refer the interested reader to, e.g., [17], [18], [19], [24], [27], [32], [33], [36], [39], [43]. This kind of dynamic boundary conditions has been coupled to the incompressible Navier-Stokes model and a phase field models in several works, see e.g. [5], [45], [20].

In general, the path to the proof of the existence of weak solutions (especially in the case of compressible Navier-Stokes system) is technical and involves several levels of approximation (see e.g. [1], [14], [15]). Following the approach advocated by J.-L.Lions [28], we establish existence of global-in-time weak solutions performing several steps:

- collecting sufficiently strong a priori estimates;
- showing compactness of the set of weak (or strong) solutions in the spaces pertinent to $a$ priori bounds;
- constructing a suitable sequence of approximating solutions that converges towards the solution of the problem.
1.3.1. Weak solutions. Before stating our main result, we introduce the concept of weak solution to the problem (1-4). Here and in what follows we use the following notation:

$$
W^{1,2}(\Omega \times \Gamma)=\left\{f \in W^{1,2}(\Omega) \text { with trace } f \in W^{1,2}(\Gamma)\right\}
$$

Definition 1.1. Let $\varrho_{0} \in L^{\gamma}(\Omega), \varrho_{0}>0, \mathbf{m}_{0},\left|\mathbf{m}_{0}\right|^{2} / \varrho_{0} \in L^{1}(\Omega), c_{0} \in W^{1,2}(\Omega \times \Gamma)$ be the initial data.

We say that $(\varrho, \mathbf{u}, c, \mu)$ is a weak solution to the initial boundary value problem (1), (2) and (3) if:

- $\varrho \in L^{\infty}\left(0, T, L^{\gamma}(\Omega)\right), \varrho \geq 0, \mathbf{u} \in L^{2}\left(0, T, W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)\right), c \in L^{\infty}\left(0, T, W^{1,2}(\Omega \times \Gamma)\right)$, $\mathcal{L}(c) \in L^{2}\left(0, T, L^{2}(\Gamma)\right)$ and $\mu \in L^{2}\left(0, T, W^{1,2}(\Omega)\right) ;$
- $\varrho$ is a renormalized solution of the continuity equation (1a), i.e.
(9a)
$\int_{0}^{T} \int_{\Omega} \varrho B(\varrho) \partial_{t} \varphi \mathrm{~d} x+\int_{0}^{T} \int_{\Omega} \varrho B(\varrho) \mathbf{u} \cdot \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} b(\varrho) \operatorname{div}_{x} \mathbf{u} \varphi \mathrm{~d} x \mathrm{~d} t-\int_{\Omega} B\left(\varrho_{0}\right) \varphi(0, \cdot) \mathrm{d} x$,
for every $\varphi \in C_{c}^{1}([0, T) \times \bar{\Omega})$ and any

$$
\begin{equation*}
B(\varrho)=B(1)+\int_{1}^{\varrho} \frac{b(z)}{z^{2}} \mathrm{~d} z \tag{9b}
\end{equation*}
$$

where $b \in \mathcal{C}([0, \infty))$ is a bounded function;

- for every $\varphi \in C_{c}^{1}\left([0, T) \times \bar{\Omega} ; \mathbb{R}^{3}\right)$ such that $\varphi \cdot \mathbf{n}=0$ on $(0, T) \times \Gamma$

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega} \varrho \mathbf{u} \cdot \partial_{t} \varphi \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega} \varrho \mathbf{u} \otimes \mathbf{u}: \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega} p(\varrho, c) \operatorname{div}_{x} \varphi \mathrm{~d} x \mathrm{~d} t \\
& -\int_{0}^{T} \int_{\Omega} \mathbb{S}(c, \mathbf{u}): \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega}\left(\nabla_{x} c \otimes \nabla_{x} c-\frac{1}{2}\left|\nabla_{x} c\right|^{2} \mathbb{I}\right): \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t \\
& -\int_{0}^{T} \int_{\Gamma}\left(\beta \mathbf{u}_{\tau}-\left(\mathcal{L}(c)-\partial_{\mathbf{n}} c\right) \nabla_{\tau} c\right) \cdot \varphi_{\tau} \mathrm{d} \mathcal{H}^{2} \mathrm{~d} t=0-\int_{\Omega} \mathbf{m}_{0} \cdot \varphi(0, \cdot) \mathrm{d} x
\end{aligned}
$$

- for every $\varphi \in C_{c}^{1}([0, T) \times \bar{\Omega})$
(9d) $\int_{0}^{T} \int_{\Omega} \varrho c \partial_{t} \varphi \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega} \varrho c \mathbf{u} \cdot \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t-\int_{0}^{T} \int_{\Omega} \nabla_{x} \mu \cdot \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t=-\int_{\Omega} \varrho_{0} c_{0} \varphi(0, \cdot) \mathrm{d} x$;

$$
\begin{equation*}
\mu \varrho=\varrho \partial_{c} f(\varrho, c)-\triangle_{x} c \quad \text { almost everywhere in }(0, T) \times \Omega ; \tag{9e}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L}(c)=-\Delta_{\tau} c+\xi c+k(c)+\partial_{\mathbf{n}} c \quad \text { almost everywhere in }(0, T) \times \Gamma \tag{9f}
\end{equation*}
$$

- for every $\eta \in \mathcal{C}_{c}^{1}\left([0, T), H^{1}(\Gamma)\right)$

$$
\begin{array}{r}
\quad-\int_{0}^{T} \int_{\Gamma} c \partial_{t} \eta \mathrm{~d} \mathcal{H}^{2} \mathrm{~d} t+\int_{0}^{T} \int_{\Gamma} \mathbf{u}_{\tau} \cdot \nabla_{\tau} c \eta \mathrm{~d} \mathcal{H}^{2} \mathrm{~d} t+\int_{0}^{T} \int_{\Gamma} \nabla_{\tau} c \cdot \nabla_{\tau} \eta \mathrm{d} \mathcal{H}^{2} \mathrm{~d} t \\
+\int_{0}^{T} \int_{\Gamma} \partial_{\mathbf{n}} c \eta \mathrm{~d} \mathcal{H}^{2} \mathrm{~d} t+\xi \int_{0}^{T} \int_{\Gamma} c \eta \mathrm{~d} \mathcal{H}^{2} \mathrm{~d} t+\int_{0}^{T} \int_{\Gamma} k(c) \eta \mathrm{d} \mathcal{H}^{2} \mathrm{~d} t=\int_{\Gamma} c_{0} \eta(0, \cdot) \mathrm{d} \mathcal{H}^{2} \tag{9~g}
\end{array}
$$

- the energy inequality

$$
\begin{equation*}
\left.E_{b u l k}(\varrho, \mathbf{u}, c)\right|_{t}+\left.E_{s u r f}(c)\right|_{t}+\left.\int_{0}^{t} \mathcal{D}_{\text {bulk }}(\mathbf{u}, \mu)\right|_{\tau}+\left.\mathcal{D}_{\text {surf }}(\mathbf{u}, c)\right|_{\tau} \mathrm{d} \tau \leq E_{0} \tag{9h}
\end{equation*}
$$

holds for almost every $t \in(0, T)$, where we have set

$$
\begin{align*}
\left.E_{\text {bulk }}(\varrho, c, \mathbf{u})\right|_{t} & =\left.E_{\text {free }}(\varrho, c)\right|_{t}+\int_{\Omega} \frac{1}{2} \varrho(t, x)|\mathbf{u}(t, x)|^{2} \mathrm{~d} x  \tag{9i}\\
\left.\mathcal{D}_{\text {bulk }}(\varrho, c, \mathbf{u}, \mu)\right|_{t} & =\int_{\Omega} \mathbb{S}(t, x): \nabla_{x} \mathbf{u}(t, x)+\left|\nabla_{x} \mu(t, x)\right|^{2} \mathrm{~d} x  \tag{9j}\\
\left.E_{\text {surf }}(c)\right|_{t} & =\int_{\Gamma} \frac{1}{2}\left|\nabla_{\tau} c(t, y)\right|^{2}+\frac{1}{2} \xi|c(t, y)|^{2}+K(c(t, y)) \mathrm{d} \mathcal{H}^{2}(y)  \tag{9k}\\
\left.\mathcal{D}_{\text {surf }}(\mathbf{u}, c)\right|_{t} & =\int_{\Gamma} \beta\left|\mathbf{u}_{\tau}(t, y)\right|^{2}+|\mathcal{L}(c)(t, y)|^{2} \mathrm{~d} \mathcal{H}^{2}(y) \tag{91}
\end{align*}
$$

and

$$
E_{0}:=\int_{\Omega} \frac{1}{2} \frac{\left|\mathbf{m}_{0}\right|^{2}}{\varrho_{0}}+\frac{1}{2}\left|\nabla_{x} c_{0}\right|^{2}+\varrho_{0} f\left(\varrho_{0}, c_{0}\right) \mathrm{d} x+\int_{\Gamma} \frac{1}{2}\left|\nabla_{\tau} c_{0}\right|^{2}+\frac{1}{2} \xi\left|c_{0}\right|^{2}+K\left(c_{0}\right) \mathrm{d} \mathcal{H}^{2} .
$$

1.3.2. Global-in-time existence. Having collected all the necessary material, we are ready to state our main result.

Theorem 1.1. Suppose that $\Omega \subset \mathbb{R}^{3}$ is a smooth bounded domain. Let the structural hypotheses specified in Section 1.2 be satisfied with $\gamma>\frac{3}{2}$. Let the initial data $\varrho_{0} \in L^{\gamma}(\Omega), \varrho_{0}>0,\left|\mathbf{m}_{0}\right|^{2} / \varrho_{0} \in$ $L^{1}(\Omega), c_{0} \in W^{1,2}(\Omega \times \Gamma)$, and $T>0$ be given.

Then the Navier-Stokes-Cahn-Hilliard system admits a weak solution in $(0, T) \times \Omega$ in the sense specified in Definition 1.1.

The rest of the paper is devoted to the proof of Theorem 1.1. Following the general strategy delineated above, we first establish the necessary a priori bounds in Section 2. In Section 3, we show compactness - any sequence of weak (or strong) solutions contains a subsequence converging to another solution of the same problem. Finally, in Section 4, we propose an approximation scheme and show the main steps in the proof of existence.

## 2. A Priori estimates

We start by collecting a priori estimates on hypothetical smooth solutions ( $\varrho, \mathbf{u}, c, \mu$ ) depending only on the initial conditions $\varrho_{0}, \mathbf{m}_{0}, c_{0}$. We assume that $\varrho_{0}>0$.
2.1. Continuity equation. As $\mathbf{u}$ is smooth, the continuity equation (1a) can be solved by the method of trajectories. Indeed, taking into account that the trajectories $X$ of hypothetical fluid particles can be obtained solving the ordinary differential equation

$$
\frac{d X}{d t}(t)=\mathbf{u}(t, X(t))
$$

we deduce that $\varrho$ satisfies the ordinary differential equation:

$$
\frac{d}{d t} \varrho(t, X(t))=-\varrho(t, X(t)) \operatorname{div}_{x} \mathbf{u}(t, X(t)) .
$$

Hence:

$$
\begin{equation*}
\inf _{y \in \Omega} \varrho_{0}(y) e^{-\int_{0}^{t}\left\|\operatorname{div}_{x} \mathbf{u}(s,)\right\|_{L} \infty \mathrm{~d} s} \leq \varrho(t, x) \leq \sup _{y \in \Omega} \varrho_{0}(y) e^{\int_{0}^{t}\left\|\operatorname{div}_{x} \mathbf{u}(s,)\right\|_{L^{\infty} \mathrm{d} s}} \tag{10}
\end{equation*}
$$

This relation implies the positivity of the density provided $\operatorname{div}_{x} \mathbf{u} \in L^{1}\left(0, T, L^{\infty}(\Omega)\right)$ and $\varrho_{0}$ is positive. Unfortunately the regularity required is not available for the weak solutions of our problem. Indeed, we will see later on that the available energy estimates imply only that $\mathbf{u} \in$ $L^{2}\left(0, T, W^{1,2}(\Omega)\right)$. Nevertheless, this discussion leads us to the conclusion that we may expect $\varrho \geq 0$ for a.a. $(t, x) \in(0, T) \times \Omega$, provided that the initial density $\varrho_{0}$ is non-negative.

Moreover, if we integrate the continuity equation over $\Omega$ and use the fact that the normal velocity vanishes on the boundary, we obtain the conservation of mass:

$$
\int_{\Omega} \varrho(t, x) \mathrm{d} x=\int_{\Omega} \varrho_{0}(x) \mathrm{d} x=: M_{0} \quad \text { for all } t \in(0, T)
$$

2.2. Total energy balance. Taking the scalar product in $\mathbb{R}^{3}$ of the momentum equation (1b) with $\mathbf{u}$ and combining with the resulting equation obtained from (1a) multiplied by $\frac{1}{2}|\mathbf{u}|^{2}$, we obtain:

$$
\begin{equation*}
\partial_{t}\left(\frac{1}{2} \varrho|\mathbf{u}|^{2}\right)+\operatorname{div}_{x}\left(\frac{1}{2} \varrho|\mathbf{u}|^{2} \mathbf{u}+p \mathbf{u}-\mathbb{S} \cdot \mathbf{u}\right)+\mathbb{S}: \nabla_{x} \mathbf{u}=p \operatorname{div}_{x} \mathbf{u}-\triangle_{x} c \nabla_{x} c \cdot \mathbf{u} \tag{11}
\end{equation*}
$$

where we also used equality $\operatorname{div}_{x}\left(\nabla_{x} c \otimes \nabla_{x} c-\frac{1}{2}\left|\nabla_{x} c\right|^{2} \mathbb{I}\right)=\triangle_{x} c \nabla_{x} c$. Next, we multiply (1c) by $\mu$ and use (1a) to get

$$
\begin{equation*}
\mu \varrho\left(\partial_{t} c+\mathbf{u} \cdot \nabla_{x} c\right)=\operatorname{div}_{x}\left(\nabla_{x} \mu \mu\right)-\left|\nabla_{x} \mu\right|^{2} \tag{12}
\end{equation*}
$$

Using (1d), we rearrange the previous equation as follows:

$$
\begin{equation*}
\varrho \partial_{c} f\left(\partial_{t} c+\mathbf{u} \cdot \nabla_{x} c\right)=\operatorname{div}_{x}\left(\mu \nabla_{x} \mu\right)-\left|\nabla_{x} \mu\right|^{2}+\triangle_{x} c \partial_{t} c+\triangle_{x} c \nabla_{x} c \cdot \mathbf{u} \tag{13}
\end{equation*}
$$

By applying the chain rule on the left hand side of (13) we obtain an equivalent form:

$$
\begin{align*}
& \partial_{t}(\varrho f(\varrho, c))+\operatorname{div}_{x}(\varrho f(\varrho, c) \mathbf{u})-\varrho \partial_{\varrho} f(\varrho, c)\left(\partial_{t} \varrho+\nabla_{x} \varrho \cdot \mathbf{u}\right) \\
& \quad=\operatorname{div}_{x}\left(\mu \nabla_{x} \mu\right)-\left|\nabla_{x} \mu\right|^{2}+\operatorname{div}_{x}\left(\partial_{t} c \nabla_{x} c\right)-\partial_{t}\left(\frac{1}{2}\left|\nabla_{x} c\right|^{2}\right)+\triangle_{x} c \nabla_{x} c \cdot \mathbf{u} . \tag{14}
\end{align*}
$$

As

$$
-\varrho \partial_{\varrho} f(\varrho, c)\left(\partial_{t} \varrho+\nabla_{x} \varrho \cdot \mathbf{u}\right)=\varrho^{2} \partial_{\varrho} f(\varrho, c) \operatorname{div}_{x} \mathbf{u}=p(\varrho, c) \operatorname{div}_{x} \mathbf{u}
$$

we can combine (14) with (11) and derive the following pointwise energy balance:

$$
\begin{align*}
& \partial_{t}\left(\frac{1}{2} \varrho|\mathbf{u}|^{2}+\frac{1}{2}\left|\nabla_{x} c\right|^{2}+\varrho f(\varrho, c)\right)  \tag{15}\\
& \quad+\operatorname{div}_{x}\left(\frac{1}{2} \varrho|\mathbf{u}|^{2} \mathbf{u}+\varrho f \mathbf{u}+p \mathbf{u}-\mu \nabla_{x} \mu-\partial_{t} c \nabla_{x} c-\mathbb{S} \cdot \mathbf{u}\right)+\mathbb{S}: \nabla_{x} \mathbf{u}+\left|\nabla_{x} \mu\right|^{2}=0 .
\end{align*}
$$

Next, we integrate (15) over $\Omega$, use the Stokes theorem, and taking into account boundary conditions $\mathbf{u} \cdot \mathbf{n}=0$ and $\nabla_{x} \mu \cdot \mathbf{n}=0$, we obtain the following balance law for the bulk energy:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} E_{\text {bulk }}+\mathcal{D}_{\text {bulk }}=\int_{\Gamma} \partial_{t} c \partial_{\mathbf{n}} c \mathrm{~d} \mathcal{H}^{2}+\int_{\Gamma} \mathbf{u}^{t} \mathbb{S} \mathbf{n} \mathrm{~d} \mathcal{H}^{2} \tag{16}
\end{equation*}
$$

with the bulk energy $E_{\text {bulk }}$ and the bulk dissipation $\mathcal{D}_{\text {bulk }}$ defined in (9i) and (9j) above. We remark that the bulk energy is a non-negative quantity, as one can show that

$$
\mathbb{S}: \nabla_{x} \mathbf{u}=\frac{\nu(c)}{2}\left|\nabla_{x} \mathbf{u}+\nabla_{x}^{t} \mathbf{u}-\frac{2}{3} \operatorname{div}_{x} \mathbf{u} \mathbb{I}\right|^{2}+\eta(c)\left|\operatorname{div}_{x} \mathbf{u}\right|^{2} .
$$

Observe that due to the boundary conditions

$$
\begin{align*}
\int_{\Gamma} \mathbf{u}^{t} \mathbb{S} \mathbf{n} \mathrm{~d} \mathcal{H}^{2} & =\int_{\Gamma} \mathbf{u}^{t}\left([\mathbf{S} \mathbf{n}]_{\tau}+\left(\mathbf{n}^{t} \mathbf{S} \mathbf{n}\right) \mathbf{n}\right) \mathrm{d} \mathcal{H}^{2}=\int_{\Gamma} \mathbf{u}^{t}[\mathbf{S n}]_{\tau} \mathrm{d} \mathcal{H}^{2} \\
& =-\beta \int_{\Gamma}\left|\mathbf{u}_{\tau}\right|^{2} \mathrm{~d} \mathcal{H}^{2}+\int_{\Gamma} \mathcal{L}(c) \nabla_{\tau} c \cdot \mathbf{u}_{\tau} \mathrm{d} \mathcal{H}^{2} \tag{17}
\end{align*}
$$

and by (2b), the second integral can be rewritten as follows:

$$
\begin{align*}
\int_{\Gamma} \mathcal{L}(c) & \nabla_{\tau} c \cdot \mathbf{u}_{\tau} \mathrm{d} \mathcal{H}^{2}=-\int_{\Gamma}|\mathcal{L}(c)|^{2} \mathrm{~d} \mathcal{H}^{2}-\int_{\Gamma} \partial_{t} c\left(-\triangle_{\tau} c+\xi c+k(c)+\partial_{\mathbf{n}} c\right) \mathrm{d} \mathcal{H}^{2} \\
& =-\int_{\Gamma}|\mathcal{L}(c)|^{2} \mathrm{~d} \mathcal{H}^{2}-\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Gamma} \frac{1}{2}\left|\nabla_{\tau} c\right|^{2}+\frac{1}{2} \xi|c|^{2}+K(c) \mathrm{d} \mathcal{H}^{2}-\int_{\Gamma} \partial_{t} c \partial_{\mathbf{n}} c \mathrm{~d} \mathcal{H}^{2} \tag{18}
\end{align*}
$$

where due to the Stokes theorem, $\int_{\Gamma} \operatorname{div}_{\tau}\left(c \nabla_{\tau} c\right) \mathrm{d} \mathcal{H}^{2}=0$. Therefore back to (17),

$$
\begin{equation*}
\int_{\Gamma} \mathbf{u}^{t} \operatorname{Sn} \mathrm{~d} \mathcal{H}^{2}=-\frac{\mathrm{d}}{\mathrm{~d} t} E_{\text {surf }}-\mathcal{D}_{\text {surf }}-\int_{\Gamma} \partial_{t} c \partial_{\mathbf{n}} c \mathrm{~d} \mathcal{H}^{2} \tag{19}
\end{equation*}
$$

where $E_{\text {surf }}$ and $\mathcal{D}_{\text {surf }}$ denotes the surface energy and surface dissipation, respectively, cf. ( 9 k ), (91) above. Combining (16) with (19), we obtain the following differential equation for the total energy, which is the sum between the bulk energy and the surface energy:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(E_{\text {bulk }}+E_{\text {surf }}\right)+\mathcal{D}_{\text {bulk }}+\mathcal{D}_{\text {surf }}=0 \tag{20}
\end{equation*}
$$

This implies that for $t \in[0, T]$

$$
\begin{align*}
& \left.E_{\text {bulk }}\right|_{t}+\left.E_{\text {surf }}\right|_{t}+\left.\int_{0}^{t} \mathcal{D}_{\text {bulk }}\right|_{\tau}+\left.\mathcal{D}_{\text {surf }}\right|_{\tau} \mathrm{d} \tau \\
& \quad=\int_{\Omega} \frac{1}{2} \frac{\left|\mathbf{m}_{0}\right|^{2}}{\varrho_{0}}+\frac{1}{2}\left|\nabla_{x} c_{0}\right|^{2}+\varrho_{0} f\left(\varrho_{0}, c_{0}\right) \mathrm{d} x+\int_{\Gamma} \frac{1}{2}\left|\nabla_{\tau} c_{0}\right|^{2}+\frac{1}{2} \xi\left|c_{0}\right|^{2}+K\left(c_{0}\right) \mathrm{d} \mathcal{H}^{2}=: E_{0} \tag{21}
\end{align*}
$$

Hence, we can straightforwardly derive the following estimates depending only on the initial data:
(A1) $\varrho f \in L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$ and also $\varrho \in L^{\infty}\left(0, T ; L^{\gamma}(\Omega)\right)$,
where we remark that the bound for $\varrho$ in $L^{\infty}\left(0, T ; L^{\gamma}(\Omega)\right)$ is an immediate consequence of the bound of $\varrho f \in L^{\infty}\left(0, T ; L^{1}(\Omega)\right)$ and of the definition of $f$.
(A2) $\sqrt{\varrho}|\mathbf{u}| \in L^{\infty}\left(0, T ; L^{2}(\Omega)\right)$,
(A3) $\mathbb{S}: \nabla_{x} \mathbf{u} \in L^{1}\left(0, T ; L^{1}(\Omega)\right)$,
(A4) $\nabla_{x} c \in L^{\infty}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right)$,
(A5) $\nabla_{x} \mu \in L^{2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right)$,
(A6) $K(c) \in L^{\infty}\left(0, T ; L^{1}(\Gamma)\right)$,
(A7) $c \in L^{\infty}\left(0, T ; W^{1,2}(\Gamma)\right)$,
(A8) $\mathcal{L}(c) \in L^{2}\left(0, T ; L^{2}(\Gamma)\right)$,
(A9) $\mathbf{u} \in L^{2}\left(0, T ; L^{2}\left(\Gamma ; \mathbb{R}^{3}\right)\right)$.
Remark 1. Testing the momentum equation by $\mathbf{u}$ is an essential step in order to derive the presented estimates. We underline that usually for the equations of fluid mechanics, the velocity field $\mathbf{u}$ is not an admissible test function in definition of weak solutions due to its low regularity.

In what follows, let $C$ denote a generic constant which depends only on the hypotheses on the non-linearities, on the initial data and on $T$.
2.3. Further a priori estimates. In order to derive estimates of Sobolev norms of $\mu, c$ and $\mathbf{u}$, we have to use a Poincaré type inequality. We need a generalized version of this inequality which applies whenever there is a control over $\varrho \mu$ rather than only $\mu$ in the Lebesgue spaces:

Lemma 2.1 (see [13, Lemma 3.1]). Let $\Omega \subset \mathbb{R}^{3}$ be a bounded Lipschitz domain and let $M_{0}>0$, $K>0$. Assume that $\varrho$ is a non-negative function such that:

$$
\begin{equation*}
0<M_{0} \leq \int_{\Omega} \varrho \mathrm{d} x, \int_{\Omega} \varrho^{\gamma} \mathrm{d} x \leq K, \text { with } \gamma>\frac{6}{5} \tag{22}
\end{equation*}
$$

Then there exists a positive constant $C=C\left(M_{0}, K, \gamma\right)$ such that the inequality

$$
\begin{equation*}
\left\|\mathbf{v}-\frac{1}{|\Omega|} \int_{\Omega} \varrho \mathbf{v}\right\|_{L^{2}(\Omega)} \leq C\left\|\nabla_{x} \mathbf{v}\right\|_{L^{2}\left(\Omega ; \mathbb{R}^{3}\right)} \tag{23}
\end{equation*}
$$

holds for any $\mathbf{v} \in W^{1,2}(\Omega)$.
We will also need an analogous version of Korn-Poincaré inequality:
Lemma 2.2 (see [14, Section 11.10]). Let $\Omega \subset \mathbb{R}^{N}, N>2$ be a bounded Lipschitz domain, and let $1<p<\infty, M_{0}>0, K>0, \gamma>1$.

Then there exists a positive constant $C=C\left(p, M_{0}, K, \gamma\right)$ such that the inequality

$$
\begin{equation*}
\|\mathbf{v}\|_{W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)} \leq C\left(\left\|\nabla_{x} \mathbf{v}+\nabla_{x}^{t} \mathbf{v}-\frac{2}{N} \operatorname{div}_{x} \mathbf{v} \mathbb{I}\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{N}\right)}+\int_{\Omega} \varrho|\mathbf{v}| \mathrm{d} x\right) \tag{24}
\end{equation*}
$$

holds for any $\mathbf{v} \in W^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)$ and any non-negative function $\varrho$ such that:

$$
\begin{equation*}
0<M_{0} \leq \int_{\Omega} \varrho \mathrm{d} x, \int_{\Omega} \varrho^{\gamma} \mathrm{d} x \leq K \tag{25}
\end{equation*}
$$

Using the previous estimates together with standard inequalities, we obtain also:
$(\mathbf{A 1 0}) \varrho \mathbf{u}=\sqrt{\varrho}(\sqrt{\varrho} \mathbf{u}) \in L^{\infty}\left(0, T ; L^{2 \gamma /(\gamma+1)}\left(\Omega ; \mathbb{R}^{3}\right)\right)$
which is an immediate consequence of (A1), (A2).
(A11) $\mathbf{u} \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$,
which follows from Lemma 2.2 in combination with (A3). Using the Sobolev embedding $W^{1,2}(\Omega) \hookrightarrow L^{6}(\Omega)$ and (A1), (A2), we also deduce:
$\left(\mathbf{A 1 2 )} \varrho \mathbf{u} \otimes \mathbf{u}=\sqrt{\varrho}(\sqrt{\varrho} \mathbf{u}) \otimes \mathbf{u} \in L^{2}\left(0, T ; L^{6 \gamma /(3+4 \gamma)}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)\right)\right.$
(A13) $c \in L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right)$,
this being a consequence of Lemma 2.1 combined with the a priori estimate (A4). From the Sobolev embeddings, we also obtain:
(A14) $\varrho c \in L^{\infty}\left(0, T ; L^{6 \gamma /(6+\gamma)}(\Omega)\right)$
(A15) $\varrho c \mathbf{u}=\sqrt{\varrho}(\sqrt{\varrho} \mathbf{u}) c \in L^{2}\left(0, T ; L^{6 \gamma /(3+4 \gamma)}\left(\Omega ; \mathbb{R}^{3}\right)\right)$,
which was deduced using (A1), (A2), (A13) and the Sobolev embedding $W^{1,2}(\Omega) \hookrightarrow$ $L^{6}(\Omega)$.

Integrating equation (1d) over $\Omega$, we obtain:

$$
\begin{align*}
\int_{\Omega} \varrho \mu \mathrm{d} x & =\int_{\Omega} \varrho \frac{\partial f}{\partial c} \mathrm{~d} x-\int_{\Gamma} \partial_{\mathbf{n}} c \mathrm{~d} \mathcal{H}^{2}  \tag{26}\\
& =\int_{\Omega} \varrho \frac{\partial f}{\partial c} \mathrm{~d} x-\int_{\Gamma}(\mathcal{L}(c)-\xi c-k(c)) \mathrm{d} \mathcal{H}^{2}
\end{align*}
$$

Due to our hypotheses about the nonlinearities we know that $\left|\varrho \partial_{c} f\right| \leq|\varrho \log (\varrho)| C(1+|c|)$; hence, taking into account the bounds on $\varrho$ and $c$, we derive:
(A16) $\varrho \partial_{c} f \in L^{\infty}\left(0, T ; L^{r}(\Omega)\right)$ for any $r<\frac{6 \gamma}{6+\gamma}$.
Thus, using (A7), (A8), (A16) as well as the form of the nonlinear function $k$, equation (26) allows us to bound $\left|\int_{\Omega} \varrho \mu \mathrm{d} x\right|$. Using Lemma 2.2 in combination with (A5), we conclude that
(A17) $\mu \in L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$
It immediately follows that:
(A18) $\varrho \mu \in L^{2}\left(0, T ; L^{6 \gamma /(6+\gamma)}(\Omega)\right)$.
Using the elliptic regularity applied to $\triangle_{x} c$ in (1d), we get:
(A19) $c \in L^{2}\left(0, T ; W^{2, r}(\Omega)\right) \quad$ for any $r<\frac{6 \gamma}{6+\gamma}$.
As $\gamma>3 / 2$, it is important to observe that $6 \gamma /(6+\gamma)>6 / 5$, therefore there exists $r_{0}>6 / 5$ such that $c \in L^{2}\left(0, T ; W^{2, r_{0}}(\Omega)\right) \hookrightarrow L^{2}\left(0, T ; W^{1,2+\varepsilon}(\Omega)\right)$ for some $\varepsilon>0$. By interpolating this estimate with (A13) we deduce
(A20) $c \in L^{2+\delta}\left(0, T ; W^{1,2+\delta}(\Omega)\right)$ for some $\delta>0$ and
(A21) $\nabla_{x} c \otimes \nabla_{x} c \in L^{1+\delta / 2}\left((0, T) \times \Omega ; \mathbb{R}^{3 \times 3}\right),\left|\nabla_{x} c\right|^{2} \in L^{1+\delta / 2}((0, T) \times \Omega)$.
Taking into account the definition of $\mathbb{S}$ and (A3), we also deduce that:
$\left(\mathbf{A 2 2 )} \mathbb{S}\left(c, \nabla_{x} \mathbf{u}\right) \in L^{2}\left((0, T) \times \Omega ; \mathbb{R}^{3 \times 3}\right)\right.$.
2.4. Dynamic boundary conditions. Next, we collect estimates based on the elliptic regularity of the Laplace-Beltrami operator (see e.g. [42]). For every $t \in(0, T), c(t, \cdot)$ solves

$$
-\triangle_{\tau} c=\mathcal{L}(c)-k(c)-\xi c-\partial_{\mathbf{n}} c \quad \text { on } \Gamma
$$

Using the previous estimates on $\mathcal{L}(c)$ and on $c$, we deduce that $\triangle_{\tau} c \in L^{2}\left(0, T ; L^{2}(\Gamma)\right)$ with the norm bounded by a constant depending only on the initial data for system (1). This implies the a priori estimate for
(A23) $c \in L^{2}\left(0, T ; W^{2,2}(\Gamma)\right)$
therefore we also find:
(A24) $c \in L^{2}(0, T ; \mathcal{C}(\Gamma))$ and $k(c) \in L^{2}(0, T ; \mathcal{C}(\Gamma))$ and
(A25) $\partial_{\mathbf{n}} c, \nabla_{\tau} c \in L^{2}\left(0, T ; L^{q}(\Gamma)\right)$ for any $q \in[1, \infty)$.
Due to Sobolev's embeddings, we see that
(A26) $\mathbf{u}_{\tau} \cdot \nabla_{\tau} c \in L^{2}\left(0, T ; L^{4 / 3}(\Gamma)\right)$,
which implies the bound on the time-derivative of the concentration:
(A27) $\partial_{t} c \in L^{2}\left(0, T ; L^{4 / 3}(\Gamma)\right)$.
2.5. Pressure estimates. We realize that all terms occurring in the weak formulation except $p_{e}(\varrho)$ are a priori bounded at least in a reflexive space $L^{q}, q>1$. In order to improve the bounds for the pressure, we test the momentum equation by

$$
\begin{align*}
& \chi(t, x)=\psi(t) \varphi(t, x) \\
& \text { with } \varphi=\mathcal{B}\left(\varrho^{\beta}-\frac{1}{|\Omega|} \int_{\Omega} \varrho^{\beta} \mathrm{d} x\right) \tag{27}
\end{align*}
$$

where $\mathcal{B}$ is the right inverse of the divergence operator, $\psi \in \mathcal{D}((0, T))$ and $\beta$ is a suitably small positive constant. There are many ways how to define the operator $\mathcal{B}$. Here we adopt the integral formula proposed by Bogovskii and elaborated by Galdi (see [21, Theorem 3.3]). We list some properties of the operator $\mathcal{B}$ (for more details see e.g. [14, Section 11.6], and the references therein).

In what follows, for any function space $X(\Omega)$ we denote $\dot{X}(\Omega)$ its subspace of functions with zero mean. More generally, the functionals whose pairing with constant equals zero.

Theorem 2.3. Let $\Omega \subset \mathbb{R}^{N}$ be a bounded Lipschitz domain. Then:
(1) There exists a linear operator $\mathcal{B}: \dot{\mathcal{C}}^{\infty}(\Omega) \rightarrow \mathcal{C}_{c}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)$ such that $\operatorname{div}_{x}(\mathcal{B}(f))=f$ and $\left.\mathcal{B}(f)\right|_{\Gamma}=0$.
(2) We have:

$$
\|\mathcal{B}(f)\|_{W^{k+1, p}\left(\Omega ; \mathbb{R}^{N}\right)} \leq c\|f\|_{W^{k, p}(\Omega)}, \forall 1<p<\infty, k=0,1, \ldots
$$

In particular, $\mathcal{B}$ can be extended in a unique way as a bounded linear operator

$$
\mathcal{B}: \dot{L}^{p}(\Omega) \rightarrow W_{0}^{1, p}\left(\Omega ; \mathbb{R}^{N}\right)
$$

(3) If $f \in \dot{L}^{p}(\Omega)$ and $g \in W^{1, p}(\Omega)$ such that $f=\operatorname{div}_{x} \mathbf{g}$, then

$$
\|\mathcal{B}(f)\|_{L^{q}\left(\Omega ; \mathbb{R}^{3}\right)} \leq c\|\mathbf{g}\|_{L^{q}\left(\Omega ; \mathbb{R}^{3}\right)},
$$

with $\mathbf{g} \in E_{0}^{q, p}(\Omega)=\operatorname{cl}_{E^{q, p}(\Omega)}\left(\mathcal{C}_{c}^{\infty}\left(\Omega ; \mathbb{R}^{N}\right)\right)$, where $E^{q, p}(\Omega)$ is the Banach space $E^{q, p}(\Omega)=$ $\left\{\mathbf{u} \in L^{q}\left(\Omega ; \mathbb{R}^{N}\right)\right.$, $\left.\operatorname{div} \mathbf{u} \in L^{p}(\Omega)\right\}$ endowed with the norm $\|\mathbf{u}\|:=\|\mathbf{u}\|_{L^{q}\left(\Omega ; \mathbb{R}^{N}\right)}+\left\|\operatorname{div}_{x} \mathbf{u}\right\|_{L^{p}(\Omega)}$.
(4) $\mathcal{B}$ can be uniquely extended as a bounded linear operator

$$
\mathcal{B}: \dot{W}^{-1, p}(\Omega) \rightarrow L^{p}\left(\Omega ; \mathbb{R}^{N}\right)
$$

where $\frac{1}{p}+\frac{1}{p^{\prime}}=1$, in such a way that:

$$
\begin{gathered}
-\int_{\Omega} \mathcal{B}(f) \cdot \nabla v \mathrm{~d} x=\langle f, v\rangle_{\left(W^{1, p^{\prime}}\right)^{*}, W^{1, p^{\prime}}} \forall v \in W^{1, p^{\prime}}(\Omega), \\
\|\mathcal{B}(f)\|_{L^{p}\left(\Omega ; \mathbb{R}^{N}\right)} \leq c\|f\|_{\left(W^{1, p^{\prime}}(\Omega)\right)^{*}}
\end{gathered}
$$

(5) If $f, \partial_{t} f \in L^{p}((0, T) \times \Omega), \int_{\Omega} f(t, \cdot) \mathrm{d} x=0$ for a. a. $t \in(0, T)$, then:

$$
\partial_{t} \mathcal{B}(f)(t, x)=\mathcal{B}\left(\partial_{t} f\right)(t, x) \text { a.a. }(t, x) \in(0, T) \times \Omega
$$

Let $h(\varrho)=\varrho^{\beta}$, then $\varrho$ satisfies the following renormalized equation:

$$
\begin{equation*}
\partial_{t} h(\varrho)+\operatorname{div}_{x}(h(\varrho) \mathbf{u})+\left(\varrho h^{\prime}(\varrho)-h(\varrho)\right) \operatorname{div}_{x} \mathbf{u}=0 . \tag{28}
\end{equation*}
$$

Applying operator $\mathcal{B}$ to equation (28) and using Theorem 2.3, we obtain for $\varphi$ defined through (27):

$$
\begin{equation*}
\partial_{t} \varphi=-\mathcal{B}\left(\operatorname{div}_{x}(h(\varrho) \mathbf{u})\right)-\mathcal{B}\left[\left(\varrho h^{\prime}(\varrho)-h(\varrho)\right) \operatorname{div}_{x} \mathbf{u}-\frac{1}{|\Omega|} \int_{\Omega}\left(\varrho h^{\prime}(\varrho)-h(\varrho)\right) \operatorname{div}_{x} \mathbf{u} \mathrm{~d} x\right] \tag{29}
\end{equation*}
$$

where

$$
\|\varphi(t, \cdot)\|_{W^{1, p}\left(\Omega ; \mathbb{R}^{3}\right)} \leq c(p)\|h(\varrho)\|_{L^{p}(\Omega)}, 1<p<\infty
$$

and

$$
\begin{align*}
\left\|\partial_{t} \varphi\right\|_{L^{p}\left(\Omega ; \mathbb{R}^{3}\right)} \leq & c\|h(\varrho) \mathbf{u}\|_{L^{p}\left(\Omega ; \mathbb{R}^{3}\right)} \\
& +c\left\|\left(\varrho h^{\prime}(\varrho)-h(\varrho)\right) \operatorname{div}_{x} \mathbf{u}-\frac{1}{|\Omega|} \int_{\Omega}\left(\varrho h^{\prime}(\varrho)-h(\varrho)\right) \operatorname{div}_{x} \mathbf{u} \mathrm{~d} x\right\|_{\left(W^{1, p^{\prime}}\right)^{*}} . \tag{30}
\end{align*}
$$

The last term in (30) is bounded by $\left\|\left(\varrho h^{\prime}(\varrho)-h(\varrho)\right) \operatorname{div}_{x} \mathbf{u}\right\|_{L^{3 p /(3+p)(\Omega)}}$ if $3 / 2<p<\infty$ and by $\left\|\left(\varrho h^{\prime}(\varrho)-h(\varrho)\right) \operatorname{div}_{x} \mathbf{u}\right\|_{L^{s}(\Omega)}$, for any $s>1$, if $1 \leq p \leq 3 / 2$.

Our goal is to use the function $\chi$ defined in (27) as a test function in the momentum equation. Plugging (27) into the weak formulation (9c) (still assuming that solutions are smooth), we deduce that:

$$
\int_{0}^{T} \psi(t) \int_{\Omega} p(\varrho, c) \varrho^{\beta} \mathrm{d} x \mathrm{~d} t=\sum_{j=1}^{6} I_{j}
$$

where ${ }^{2}$

$$
\begin{aligned}
& I_{1}=\frac{1}{|\Omega|} \int_{0}^{T} \psi \int_{\Omega}\left(\int_{\Omega} \varrho^{\beta}(t, y) \mathrm{d} y\right) p(\varrho, c) \mathrm{d} x \mathrm{~d} t \\
& I_{2}=-\int_{0}^{T}\left(\psi \int_{\Omega} \varrho \mathbf{u} \partial_{t} \varphi \mathrm{~d} x\right) \mathrm{d} t \\
& I_{3}=-\int_{0}^{T}\left(\psi \int_{\Omega} \varrho \mathbf{u} \otimes \mathbf{u}: \nabla_{x} \varphi \mathrm{~d} x\right) \mathrm{d} t \\
& I_{4}=\int_{0}^{T}\left(\psi \int_{\Omega} \mathbb{S}(c, \mathbf{u}): \nabla_{x} \varphi \mathrm{~d} x\right) \mathrm{d} t \\
& I_{5}=-\int_{0}^{T}\left(\psi^{\prime} \int_{\Omega} \varrho \mathbf{u} \cdot \varphi \mathrm{d} x\right) \mathrm{d} t \\
& I_{6}=-\int_{0}^{T} \psi\left(\int_{\Omega}\left(\nabla_{x} c \otimes \nabla_{x} c-\frac{1}{2}\left|\nabla_{x} c\right|^{2} \mathbb{I}\right): \nabla_{x} \varphi \mathrm{~d} x\right) \mathrm{d} t
\end{aligned}
$$

We need to estimate each of the integrals:

$$
\left|I_{1}\right| \leq C\|\psi\|_{L^{\infty}(0, T)}\|\varrho\|_{L^{\beta}\left(0, T, L^{\beta}(\Omega)\right)}\|p(\varrho, c)\|_{L^{\infty}\left(0, T, L^{1}(\Omega)\right)}
$$
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$$
\begin{aligned}
\left|I_{2}\right| & \leq C\|\psi\|_{L^{\infty}(0, T)}\|\varrho \mathbf{u}\|_{L^{\infty}\left(0, T, L^{2 \gamma /(\gamma+1)}(\Omega)\right)}\left\|\partial_{t} \varphi\right\|_{L^{1}\left(0, T, L^{2 \gamma /(\gamma-1)}(\Omega)\right)} \\
& \leq C\|\psi\|_{L^{\infty}(0, T)}\|\varrho \mathbf{u}\|_{L^{\infty}\left(0, T, L^{2 \gamma /(\gamma+1)}(\Omega)\right)}\left(\left\|\varrho^{\beta} \mathbf{u}\right\|_{L^{1}\left(0, T, L^{2 \gamma /(\gamma-1)}(\Omega)\right)}+\left\|\varrho^{\beta} \operatorname{div}_{x} \mathbf{u}\right\|_{L^{1}\left(0, T, L^{6 \gamma /(5 \gamma-3)}(\Omega)\right)}\right),
\end{aligned}
$$

where we can continue estimating the last two terms as:

$$
\left\|\varrho^{\beta} \mathbf{u}\right\|_{L^{1}\left(0, T, L^{2 \gamma /(\gamma-1)}(\Omega)\right.} \leq C\|\mathbf{u}\|_{L^{2}\left(0, T, L^{6}\left(\Omega, \mathbb{R}^{3}\right)\right)}\left(\int _ { 0 } ^ { T } \left(\int_{\Omega} \left\lvert\, \varrho^{\left.\left.\left.\beta\right|^{\frac{6 \gamma}{2 \gamma-3}} \mathrm{~d} x\right)^{\frac{2 \gamma-3}{3 \gamma}} \mathrm{~d} t\right)^{1 / 2}, ., ~}\right.\right.\right.
$$

and

$$
\left\|\varrho^{\beta} \operatorname{div}_{x} \mathbf{u}\right\|_{L^{1}\left(0, T, L^{6 \gamma /(5 \gamma-3)}(\Omega)\right.} \leq C\left\|\operatorname{div}_{x} \mathbf{u}\right\|_{L^{2}\left(0, T, L^{2}\left(\Omega, \mathbb{R}^{3}\right)\right)}\left(\int_{0}^{T}\left(\int_{\Omega}|\varrho|^{\beta \frac{6 \gamma}{2 \gamma-3}} \mathrm{~d} x\right)^{\frac{2 \gamma-3}{3 \gamma}} \mathrm{~d} t\right)^{1 / 2}
$$

Moreover,

$$
\begin{aligned}
&\left|I_{3}\right| \leq C\|\psi\|_{L^{\infty}(0, T)}\|\varrho \mathbf{u} \otimes \mathbf{u}\|_{L^{2}\left(0, T, L^{6 \gamma /(4 \gamma+3)}(\Omega)\right)}\left\|\varrho^{\beta}\right\|_{L^{2}\left(0, T, L^{6 \gamma /(2 \gamma-3)}(\Omega)\right)} \\
&\left|I_{4}\right| \leq C\|\psi\|_{L^{\infty}(0, T)}\|\mathbb{S}(c, \mathbf{u})\|_{L^{q}\left((0, T) \times \Omega ; \mathbb{R}^{3 \times 3}\right)}\left\|\varrho^{\beta}\right\|_{L^{q^{\prime}((0, T) \times \Omega)}} \\
&\left|I_{5}\right| \leq C\left\|\psi^{\prime}\right\|_{L^{1}(0, T)}\|\varrho \mathbf{u}\|_{L^{\infty}\left(0, T, L^{\left.2 \gamma /(\gamma+1)\left(\Omega, \mathbb{R}^{3}\right)\right)}\right.}\|\varphi\|_{L^{\infty}\left(0, T, L^{\left.2 \gamma /(\gamma-1)\left(\Omega ; \mathbb{R}^{3}\right)\right)}\right.} \\
& \leq C\left\|\psi^{\prime}\right\|_{L^{1}(0, T)}\|\varrho \mathbf{u}\|_{L^{\infty}\left(0, T, L^{\left.2 \gamma /(\gamma+1)\left(\Omega, \mathbb{R}^{3}\right)\right)}\right.}\left\|\varrho^{\beta}\right\|_{L^{\infty}\left(0, T, W^{-1,2 \gamma /(\gamma-1)(\Omega))}\right.} \\
& \leq C\left\|\psi^{\prime}\right\|_{L^{1}(0, T)}\|\varrho \mathbf{u}\|_{L^{\infty}\left(0, T, L^{\left.2 \gamma /(\gamma+1)\left(\Omega, \mathbb{R}^{3}\right)\right)}\right)}\left\|\varrho^{\beta}\right\|_{L^{\infty}\left(0, T, L^{6 \gamma /(5 \gamma-3)}(\Omega)\right)}
\end{aligned}
$$

and

$$
\begin{aligned}
\left|I_{6}\right| & \leq C\|\psi\|_{L^{\infty}(0, T)}\left(\left\|\nabla_{x} c \otimes \nabla_{x} c\right\|_{L^{1+\delta / 2}\left((0, T) \times \Omega ; \mathbb{R}^{3 \times 3}\right)}+\left\|\left|\nabla_{x} c\right|^{2}\right\|_{L^{1+2 / \delta}\left((0, T) \times \Omega ; \mathbb{R}^{3 \times 3}\right)}\right)\left\|\nabla_{x} \varphi\right\|_{L^{1+2 / \delta}\left((0, T) \times \Omega ; \mathbb{R}^{3 \times 3}\right)} \\
& \leq C\|\psi\|_{L^{\infty}(0, T)}\left(\left\|\nabla_{x} c \otimes \nabla_{x} c\right\|_{L^{1+\delta / 2}\left((0, T) \times \Omega ; \mathbb{R}^{3 \times 3}\right)}+\left\|\left|\nabla_{x} c\right|^{2}\right\|_{L^{1+2 / \delta}\left((0, T) \times \Omega ; \mathbb{R}^{3 \times 3}\right)}\right)\left\|\varrho^{\beta}\right\|_{L^{1+2 / \delta}\left((0, T) \times \Omega ; \mathbb{R}^{3 \times 3}\right)} .
\end{aligned}
$$

Based on the already generated estimates and on the fact that $\varrho \in L^{\infty}\left(0, T, L^{\gamma}(\Omega)\right)$, all these previous estimates lead us to conclude that there exists $\beta>0$ small enough such that

$$
\left|\int_{0}^{T} \psi \int_{\Omega} p(\varrho, c) \varrho^{\beta} \mathrm{d} x \mathrm{~d} t\right| \leq C\left(1+\left\|\psi^{\prime}\right\|_{L^{1}(0, T)}\right)
$$

Finally, taking suitable $\psi_{n} \rightarrow 1$ almost everywhere on $(0, T)$ with $\left\|\psi^{\prime}\right\|_{L^{1}(0, T)} \leq C$, we obtain

$$
\int_{0}^{T} \int_{\Omega} \varrho^{\gamma+\beta} \mathrm{d} x \mathrm{~d} t \approx \int_{0}^{T} \int_{\Omega} p_{e}(\varrho, c) \varrho^{\beta} \mathrm{d} x \mathrm{~d} t \leq C
$$

due to (7) and (5). Therefore, we derived our final a priori estimate
(A28) $p \in L^{1+\varepsilon}((0, T) \times \Omega)$ for some $\varepsilon>0$.
Let us collect the previous estimates in the lemma, which has been just proven:
Lemma 2.4. Let $(\varrho, \mathbf{u}, c, \mu)$ be a smooth solution to (1) satisfying (2) and (3).
Then the corresponding norms of functions in (A1)-(A28) are uniformly bounded by a constant depending solely on the initial data and $T$.

## 3. Compactness

Pursuing further our strategy delineated in the introductory part we aim to show compactness or sequential stability of the solution set. Accordingly, we assume that $\left(\mathbf{u}_{n}, \varrho_{n}, c_{n}, \mu_{n}\right)$ is a sequence of weak solutions to the problem (1) with the boundary conditions (2) and initial data $\varrho_{0, n}, \mathbf{m}_{0, n}$, $c_{0, n}$ satisfying the hypotheses of Theorem 1.1.

We can directly derive uniform bounds (A10)-(A28) for the renormalized weak solutions due to (9h). Consequently, there exists a subsequence (not relabeled) such that the following holds:

- $\varrho_{n} \stackrel{*}{\longrightarrow} \varrho$ in $L^{\infty}\left(0, T ; L^{\gamma}(\Omega)\right)$,
- $\mathbf{u}_{n} \rightharpoonup \mathbf{u}$ in $L^{2}\left(0, T ; W^{1,2}\left(\Omega ; \mathbb{R}^{3}\right)\right)$,
- $c_{n} \rightharpoonup c$ in $L^{2}\left(0, T ; W^{1,2+\varepsilon}(\Omega)\right), L^{\infty}\left(0, T ; W^{1,2}(\Gamma)\right)$, and $W^{1,2}\left(0, T ; L^{4 / 3}(\Gamma)\right)$,
- $\mathbb{S}\left(c_{n}, \mathbf{u}_{n}\right) \rightharpoonup \overline{\mathbb{S}(c, \mathbf{u})}$ in $L^{2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)\right)$,
- $\varrho_{n} \mathbf{u}_{n} \stackrel{*}{\hookrightarrow} \bar{\varrho} \mathbf{u}$ in $L^{\infty}\left(0, T ; L^{\frac{2 \gamma}{\gamma+1}}\left(\Omega ; \mathbb{R}^{3}\right)\right)$ and $\varrho_{n} \mathbf{u}_{n} \rightharpoonup \overline{\varrho \mathbf{u}}$ in $L^{2}\left(0, T ; L^{\frac{6 \gamma}{\gamma+6}}\left(\Omega ; \mathbb{R}^{3}\right)\right)$,
- $\varrho_{n} \mathbf{u}_{n} \otimes \mathbf{u}_{n} \rightharpoonup \overline{\varrho \mathbf{u} \otimes \mathbf{u}}$ in $L^{2}\left(0, T ; L^{\frac{6 \gamma}{3+4 \gamma}}\left(\Omega ; \mathbb{R}^{3 \times 3}\right)\right)$,
- $p\left(\varrho_{n}, c_{n}\right) \rightharpoonup \overline{p(\varrho, c)}$ in $L^{1+\varepsilon}((0, T) \times \Omega)$,
- $\left.\nabla_{x} c_{n} \otimes \nabla_{x} c_{n}-\frac{1}{2}\left|\nabla_{x} c_{n}\right|^{2} \mathbb{I} \rightharpoonup \overline{\nabla_{x} c \otimes \nabla_{x} c}-\frac{1}{2} \right\rvert\, \overline{\left.\nabla_{x} c\right|^{2}} \mathbb{I} \in L^{1+\delta / 2}((0, T) \times \Omega)$,
- $\partial_{\mathbf{n}} c_{n} \nabla_{\tau} c_{n} \xrightarrow{*} \overline{\partial_{\mathbf{n}} c \nabla_{\tau} c}$ in $L^{2}\left(0, T ; L^{4 / 3}(\Gamma)\right)$,
- $\varrho_{n} c_{n} \stackrel{*}{\longrightarrow} \overline{\varrho c}$ in $L^{\infty}\left(0, T ; L^{\frac{6 \gamma}{6+\gamma}}(\Omega)\right)$,
- $\varrho_{n} c_{n} \mathbf{u}_{n} \rightharpoonup \overline{\varrho c \mathbf{u}}$ in $L^{2}\left(0, T ; L^{\frac{6 \gamma}{3+4 \gamma}}\left(\Omega ; \mathbb{R}^{3}\right)\right)$,
- $\mu_{n} \rightharpoonup \mu$ in $L^{2}\left(0, T ; W^{1,2}(\Omega)\right)$,
- $\varrho_{n} \mu_{n} \rightharpoonup \overline{\varrho \mu}$ in $L^{2}\left(0, T ; L^{6 \gamma /(6+\gamma)}(\Omega)\right)$,
- $\varrho_{n} \partial_{c} f\left(\varrho_{n}, c_{n}\right) \rightharpoonup \overline{\varrho \partial_{c} f(\varrho, c)}$ in $L^{\infty}\left(0, T ; L^{r}(\Omega)\right)$, for any $r \leq \frac{6 \gamma}{6+\gamma}$,
- $\left(\mathbf{u}_{n}\right)_{\tau} \cdot \nabla_{\tau} c_{n} \rightharpoonup \overline{\mathbf{u}_{\tau} \cdot \nabla_{\tau} c}$ in $L^{2}\left(0, T ; L^{4 / 3}(\Gamma)\right)$,
- $k\left(c_{n}\right) \stackrel{*}{\rightharpoonup} \overline{k(c)}$ in $L^{\infty}\left(0, T ; L^{q}(\Gamma)\right)$, for any $q \in[1, \infty)$.

Accordingly, we can pass directly to the limit in the weak formulation in all linear terms. In order to show that $(\varrho, \mathbf{u}, c, \mu)$ (or a limit of a subsequence) satisfies also the weak formulation, it is enough to show that all quantities above with the bar are in fact equal to the corresponding quantities without bars.
3.1. Compactness of multilinear terms. In order to pass to the limit in the multilinear terms, we make use of the following lemma, see e.g. [11]:

Lemma 3.1. Let $h_{n} \rightharpoonup h, \mathbf{b}_{n} \rightharpoonup \mathbf{b}$ in $L_{\mathrm{loc}}^{1}((0, T) \times \Omega)$ and $a_{n}$ be uniformly bounded in $L^{\infty}\left(0, T ; L^{p}(\Omega)\right)$. Let

$$
\partial_{t} a_{n}+\operatorname{div}_{x} \mathbf{b}_{n}=h_{n} \quad \text { in the sense of distributions on }(0, T) \times \Omega
$$

Then there exists a subsequence of $\left\{a_{n}\right\}_{n \in \mathbb{N}}$ such that $a_{n} \rightarrow a$ in $C_{w}\left([0, T], L^{p}(\Omega)\right)$. If, moreover, $L^{p}(\Omega) \hookrightarrow \hookrightarrow W^{-1, q}(\Omega)$, then

$$
\begin{equation*}
a_{n} \rightarrow a \quad \text { in } \mathcal{C}\left([0, T] ; W^{-1, q}(\Omega)\right) \tag{31}
\end{equation*}
$$

Due to the previous lemma, (A1) and (1a), we get $\varrho_{n} \rightarrow \varrho$ in $\mathcal{C}_{w}\left([0, T] ; L^{\gamma}(\Omega)\right)$. As $L^{\gamma}(\Omega) \hookrightarrow \hookrightarrow$ $W^{-1,2}(\Omega)$ provided $\gamma>\frac{6}{5}$, we have:

$$
\begin{aligned}
& \int_{0}^{T} \int_{\Omega} \varrho_{n} \mathbf{u}_{n} \varphi \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T}\left\langle\varrho_{n}, \varphi \mathbf{u}_{n}\right\rangle_{W^{-1,2}(\Omega), W^{1,2}(\Omega)} \mathrm{d} t \\
& \rightarrow \int_{0}^{T}\langle\varrho, \varphi \mathbf{u}\rangle_{W^{-1,2}(\Omega), W^{1,2}(\Omega)} \mathrm{d} t=\int_{0}^{T} \int_{\Omega} \varrho \mathbf{u} \varphi \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

Hence, $\overline{\varrho \mathbf{u}}=\varrho \mathbf{u}$.
Using now the same argument with $c_{n}$ and then $\mu_{n}$, we also obtain $\overline{\varrho c}=\varrho c, \overline{\varrho \mu}=\varrho \mu$, and $\overline{\varrho c^{2}}=\varrho \overline{c^{2}}$.

Similarly, as $L^{2 \gamma /(\gamma+1)}(\Omega) \hookrightarrow \hookrightarrow W^{-1,2}(\Omega)$ whenever $\gamma>\frac{3}{2}$, we obtain that $\varrho_{n} \mathbf{u}_{n} \rightarrow \varrho u$ in $\mathcal{C}\left([0, T] ; W^{-1,2}(\Omega)\right)$ which leads to $\overline{\varrho \mathbf{u} \otimes \mathbf{u}}=\varrho \mathbf{u} \otimes \mathbf{u}$ and $\overline{\varrho \mathbf{u} \bar{c}}=\varrho \mathbf{u} c$.

Finally, $\overline{\varrho c^{2}}=\varrho c^{2}$, as $\varrho_{n} c_{n} \rightarrow \overline{\varrho c}=\varrho c$ in $\mathcal{C}\left([0, T] ; L_{\omega}^{6 \gamma /(6+\gamma)}(\Omega)\right)$ and $L_{\omega}^{6 \gamma /(6+\gamma)}(\Omega) \hookrightarrow \hookrightarrow W^{-1,2}(\Omega)$ if $\gamma>\frac{3}{2}$.
3.2. Compactness of the dynamic boundary condition. Directly from the Aubin-Lions lemma, we obtain:

$$
W^{1,2}\left(0, T ; L^{4 / 3}(\Gamma)\right) \cap L^{2}\left(0, T ; W^{2,2}(\Gamma)\right) \hookrightarrow \hookrightarrow L^{p}\left(0, T ; W^{1, q}(\Gamma)\right)
$$

for some suitable $p$ and $q$. This implies the strong convergence of $c_{n}$ and $\nabla_{\tau} c_{n}$ on $(0, T) \times \Gamma$. Consequently, $\overline{k(c)}=k(c), \overline{\mathbf{u}_{\tau} \cdot \nabla_{\tau} c}=\mathbf{u}_{\tau} \cdot \nabla_{\tau} c$ and $\overline{\partial_{\mathbf{n}} c \nabla_{\tau} c}=\partial_{\mathbf{n}} c \nabla_{\tau} c$.
3.3. Strong convergence of concentrations in $(0, T) \times \Omega$. We borrow the idea from [1] to show that

$$
\begin{equation*}
\nabla_{x} c_{n} \rightarrow \nabla_{x} c \quad \text { in } L^{2}((0, T) \times \Omega) \tag{32}
\end{equation*}
$$

and:

$$
\begin{equation*}
c_{n} \rightarrow c \quad \text { in } L^{2}\left(0, T ; W^{1,2}(\Omega)\right) \tag{33}
\end{equation*}
$$

First, we observe that

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \varrho c_{n}^{2} \mathrm{~d} x \mathrm{~d} t \rightarrow \int_{0}^{T} \int_{\Omega} \varrho c^{2} \mathrm{~d} x \mathrm{~d} t \tag{34}
\end{equation*}
$$

Indeed, in Section 3.1 we proved that $\varrho_{n} c_{n}^{2} \rightharpoonup \overline{\varrho c^{2}}=\varrho c^{2}$. Using (A20), we can also deduce that $\left(\varrho_{n}-\varrho\right) c_{n}^{2} \rightharpoonup 0$ in $L^{r}((0, T) \times \Omega)$ for some $r>1$ and thus we get (34). Therefore

$$
\begin{equation*}
c_{n} \rightarrow c \quad \text { strongly in } L^{2}((0, T) \times \Omega, \varrho \mathrm{d} x) . \tag{35}
\end{equation*}
$$

It is sufficient to show the convergence in $L^{1}$. To this end, we compute for an arbitrary $\varepsilon>0$ :

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} \int_{\varrho>0}\left|c_{n}-c\right| \mathrm{d} x=\limsup _{n \rightarrow \infty}\left(\int_{\varrho>\varepsilon}\left|c_{n}-c\right| \mathrm{d} x+\int_{\varrho \in(0, \varepsilon)}\left|c_{n}-c\right| \mathrm{d} x\right) \\
& \leq \limsup _{n \rightarrow \infty} \frac{1}{\varepsilon} \int_{\Omega}\left|c_{n}-c\right| \varrho \mathrm{d} x+\limsup _{n \rightarrow \infty}\left\|c_{n}-c\right\|_{L^{p}(X)}|\{\varrho \in(0, \varepsilon)\}|^{\frac{p-1}{p}} \\
& \leq C|\{\varrho \in(0, \varepsilon)\}|^{\frac{p-1}{p}}
\end{aligned}
$$

which vanishes as $\varepsilon \rightarrow 0$.
Equation (1d) implies that for every $\varphi \in \mathcal{D}((0, T) \times(\bar{\Omega}))$

$$
\begin{equation*}
\int_{0}^{T} \int_{\Omega} \nabla_{x} c_{n} \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t-\int_{0}^{T} \int_{\Gamma} \partial_{\mathbf{n}} c_{n} \varphi \mathrm{~d} \mathcal{H}^{2} \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \varrho_{n}\left(\mu_{n}-\frac{\partial f}{\partial c}\left(\varrho_{n}, c_{n}\right)\right) \varphi \mathrm{d} x \mathrm{~d} t . \tag{36}
\end{equation*}
$$

Since we know that $\varrho_{n} \mu_{n} \rightharpoonup \overline{\varrho \mu}=\varrho \mu$ and $\varrho_{n} \partial_{c} f\left(\varrho_{n}, c_{n}\right) \rightharpoonup \overline{\varrho \partial_{c} f(\varrho, c)}$ in $L^{2}\left(0, T ; L^{6 \gamma /(6+\gamma)}(\Omega)\right)$, we can pass to the limit in (36) and then substitute $\varphi$ to $c$ in order to obtain:

$$
\int_{0}^{T} \int_{\Omega}\left|\nabla_{x} c\right|^{2} \mathrm{~d} x-\int_{\Gamma} c \partial_{\mathbf{n}} c \mathrm{~d} \mathcal{H}^{2} \mathrm{~d} t=\int_{0}^{T} \int_{\Omega}\left(\varrho \mu-\overline{\varrho \partial_{c} f(\varrho, c)}\right) c \mathrm{~d} x \mathrm{~d} t .
$$

Using a density argument, we can also take $\varphi=c_{n}$ and then passing to the limit and taking into account the convergences proven previously, we get:

$$
\lim _{n \rightarrow \infty} \int_{0}^{T} \int_{\Omega}\left|\nabla_{x} c_{n}\right|^{2} \mathrm{~d} x \mathrm{~d} t-\int_{0}^{T} \int_{\Gamma} c \partial_{\mathbf{n}} c \mathrm{~d} \mathcal{H}^{2} \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \varrho \mu c \mathrm{~d} x \mathrm{~d} t-\int_{0}^{T} \int_{\Omega} \overline{\varrho \partial_{c} f(\varrho, c) c} \mathrm{~d} x \mathrm{~d} t
$$

It is now sufficient to show that $\overline{\varrho \partial_{c} f(\varrho, c) c}=\overline{\varrho \partial_{c} f(\varrho, c)} c$, in order to conclude that

$$
\nabla_{x} c_{n} \rightarrow \nabla_{x} c \text { strongly in } L^{2}\left(0, T ; L^{2}\left(\Omega ; \mathbb{R}^{3}\right)\right) .
$$

To this end, we observe that:
$\int_{0}^{T} \int_{\Omega} \varrho_{n} \partial_{c} f\left(\varrho_{n}, c_{n}\right) c_{n} \varphi \mathrm{~d} x \mathrm{~d} t=\int_{0}^{T} \int_{\Omega} \varrho_{n} \partial_{c} f\left(\varrho_{n}, c_{n}\right) c \varphi \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega} \varrho_{n} \partial_{c} f\left(\varrho_{n}, c_{n}\right)\left(c_{n}-c\right) \varphi \mathrm{d} x \mathrm{~d} t$,
where the last integral converges to zero. Indeed, a straightforward computation yields

$$
\begin{aligned}
\int_{0}^{T} \int_{\Omega} \varrho_{n} \partial_{c} f\left(\varrho_{n}, c_{n}\right)\left(c_{n}-c\right) \varphi \mathrm{d} x \mathrm{~d} t= & \int_{\varrho>0} \varrho_{n} \partial_{c} f\left(\varrho_{n}, c_{n}\right)\left(c_{n}-c\right) \varphi \mathrm{d} x \mathrm{~d} t \\
& +\int_{\varrho=0} \varrho_{n} \partial_{c} f\left(\varrho_{n}, c_{n}\right)\left(c_{n}-c\right) \varphi \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

and both integrals converge to zero due to argument above and the fact that $\varrho_{n} \chi_{\{\varrho=0\}} \rightarrow 0$ strongly in $L^{q}\left(0, T ; L^{q}(\Omega)\right)$ for all $1 \leq q<\gamma$.

Finally, convergence (33) follows from the strong convergence of $\nabla_{x} c_{n}$, Lemma 2.2 and (35). Whence, $\overline{\mathbb{S}(c, \mathbf{u})}=\mathbb{S}(c, \mathbf{u}), \overline{\nabla_{x} c \otimes \nabla_{x} c}-\left.\frac{1}{2}\left|\overline{\left.\nabla_{x} c\right|^{2}}=\nabla_{x} c \otimes \nabla_{x} c-\frac{1}{2}\right| \nabla_{x} c\right|^{2}$.
3.4. Compactness of the pressure. There are last two nonlinear terms remaining for which we have to check the weak convergence to the "right limit", namely $p(\varrho, c)$ and $\varrho \partial_{c} f(\varrho, c)$. To conclude the proof of Theorem 1.1, it is sufficient to show almost everywhere convergence of the densities. We recall that we are dealing with a similar system to the one in [1] except for the difference in the boundary conditions for the momentum equation and the Cahn-Hilliard equation. However, the main argument in the cited paper depends only locally on the momentum equation. The crucial information coming from the momentum equation is called the effective viscous flux identity:

$$
\begin{equation*}
\overline{p(\varrho, c) b(\varrho)}-\overline{p(\varrho, c)} \overline{b(\varrho)}=\left(\frac{4}{3} \nu(c)+\eta(c)\right)\left(\overline{b(\varrho) \operatorname{div}_{x} \mathbf{u}}-\overline{b(\varrho)} \operatorname{div}_{x} \mathbf{u}\right) \quad \text { in }(0, T) \times \Omega \tag{37}
\end{equation*}
$$

for any $b \in \mathcal{C}^{1}([0, \infty))$ with $b^{\prime}$ compactly supported in $[0, \infty)$. It is sufficient to show that (37) holds in $K$ for any compact $K \subset(0, T) \times \Omega$ which is accomplished by using localized test functions. The rest of the proof of $\varrho_{n} \rightarrow \varrho$ a.e. (at least for a subsequence) follows from (37) and the renormalization property of the continuity equation (1a), which has exactly the same boundary condition as in [1]. Therefore, with reference to [1] (or also [12], [14]) we conclude the proof of Theorem 1.1.

Finally, let us mention that the energy inequality (9h) follows from the lower semi-continuity of norms. The weak continuity and the fulfillment of the initial and boundary conditions follow from Lemma 3.1 and Subsection 3.2.

## 4. Approximation scheme

We complete the existence proof by introducing the approximation scheme following the lines of [16]. Let $H_{m}$ be an $m$-dimensional space spanned over the $m$ first vectors of a basis of the space $W^{1,2}\left(\Omega ; \mathbb{R}^{N}\right)$ of functions with zero normal trace. As the boundary $\Gamma$ is smooth, we may assume that $H_{m} \subset C^{2}\left(\bar{\Omega} ; \mathbb{R}^{N}\right)$.

Following [16], we propose the approximate problem in the form:

$$
\begin{equation*}
\partial_{t} \varrho+\operatorname{div}(\varrho \mathbf{u})=\epsilon \Delta \varrho, \varrho(0, \cdot)=\varrho_{0, \epsilon, \delta}, \partial_{\mathbf{n}} \varrho=0 \text { on } \Gamma . \tag{38}
\end{equation*}
$$

The approximate velocity field $\mathbf{u}$ belongs to the space $C^{1}\left([0, T] ; H_{m}\right)$, and the integral identity

$$
\begin{align*}
& \int_{0}^{T} \int_{\Omega} \varrho \mathbf{u} \cdot \partial_{t} \varphi \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega} \varrho \mathbf{u} \otimes \mathbf{u}: \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t+\int_{0}^{T} \int_{\Omega}\left(p(\varrho, c)+\delta \varrho^{G}\right) \operatorname{div}_{x} \varphi \mathrm{~d} x \mathrm{~d} t  \tag{39}\\
& -\varepsilon \int_{0}^{T} \int_{\Omega} \nabla\left(\varrho_{\varepsilon} \mathbf{u}_{\varepsilon}\right) \nabla \varphi \mathrm{d} x \mathrm{~d} t-\int_{0}^{T} \int_{\Omega} \mathbb{S}(c, \mathbf{u}): \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t \\
& +\int_{0}^{T} \int_{\Omega}\left(\nabla_{x} c \otimes \nabla_{x} c-\frac{1}{2}\left|\nabla_{x} c\right|^{2} \mathbb{I}\right): \nabla_{x} \varphi \mathrm{~d} x \mathrm{~d} t-\int_{0}^{T} \int_{\Gamma}\left(\beta \mathbf{u}_{\tau}-\left(\mathcal{L}(c)-\partial_{\mathbf{n}} c\right) \nabla_{\tau} c\right) \cdot \varphi_{\tau} \mathrm{d} \mathcal{H}^{2} \mathrm{~d} t \\
& =-\int_{\Omega} \mathbf{m}_{0, \varepsilon, \delta} \cdot \varphi(0, \cdot) \mathrm{d} x,
\end{align*}
$$

holds for every $\varphi \in C_{c}^{1}\left([0 ; T) ; H_{m}\right)$.

$$
\begin{equation*}
\partial_{t} c+\mathbf{u} \cdot \nabla c=\frac{1}{\varrho} \Delta \mu, \mu=\frac{\partial f(\varrho, c)}{\partial c}-\frac{1}{\varrho} \Delta c, c(0, \cdot)=c_{0, \epsilon, \delta} \tag{40}
\end{equation*}
$$

where (39) and (40) are coupled via the boundary conditions (2).
Here $\epsilon>0, \delta>0$ are positive parameters and $\varrho_{0, \epsilon, \delta}, \mathbf{m}_{0, \epsilon, \delta}, c_{0, \epsilon, \delta}$ are smooth approximations of the initial data and $G>6$.
4.1. Solvability of the approximate problem. For a given $c \in L^{\infty}\left(0, T ; W^{1,2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{3,2}(\Omega)\right)$, the system of equations (38), (39) admits a solution $[\varrho, \mathbf{u}]$ unique in the class

$$
\begin{equation*}
\mathbf{u} \in C^{1}\left([0, T] ; H_{m}\right), \varrho, \frac{1}{\varrho} \in C\left([0, T] ; C^{2+\nu}(\bar{\Omega})\right) \cap C^{1}\left([0, T] ; C^{\nu}(\bar{\Omega})\right) \tag{41}
\end{equation*}
$$

see [11, Chapter 7]. Moreover, it is straightforward to check that the mapping

$$
c \in L^{\infty}\left(0, T ; W^{3,2}(\Omega)\right) \cap L^{2}\left(0, T ; W^{2,2}(\Omega)\right) \mapsto[\varrho, \mathbf{u}] \in C([0, T] ; C(\Omega)) \times C\left([0, T] ; H_{m}\right)
$$

is continuous.
Following [16], we obtain the approximate solutions as a fixed point of the mapping

$$
\mathcal{M}: c \mapsto[\varrho, \mathbf{u}] \mapsto \mathcal{M}[c],
$$

where $c=\mathcal{M}[c]$ is the unique solution of

$$
\begin{align*}
\partial_{t} c+\mathbf{u} \cdot \nabla c & =\frac{1}{\varrho} \Delta \mu, \mu=\frac{\partial f(\varrho, c)}{\partial c}-\frac{1}{\varrho} \Delta c, \\
\nabla_{x} \mu \cdot \mathbf{n} & =0, \partial_{t} c+\mathbf{u}_{\tau} \nabla_{\tau} c=-\triangle_{\tau} c+\xi c+k(c)+\partial_{\mathbf{n}} c \text { on } \Gamma,  \tag{42}\\
c(0, \cdot) & =c_{0, \epsilon, \delta},
\end{align*}
$$

with $\varrho$ and $\mathbf{u}$ given.
In order to solve (42) we use the following auxiliary result. For the sake of simplicity, we omit the terms that can be treated as a lower order perturbation.

Lemma 4.1. Let $\varrho$ and $\mathbf{u}$ be given such that $\varrho$, $\partial_{t} \varrho, D_{x}^{2} \varrho \in \mathcal{C}([0, T] \times \bar{\Omega}), \varrho>\varrho>0$ and $\mathbf{u} \in \mathcal{C}^{1}([0, T] \times \bar{\Omega}), D_{x}^{2} \mathbf{u} \in \mathcal{C}([0, T] \times \bar{\Omega})$, with $\mathbf{u} \cdot \mathbf{n}=0$ on $\Gamma$. Let also consider $c_{0} \in \overline{\mathcal{C}}(\bar{\Omega})$. Then the linear problem:

$$
\begin{equation*}
\partial_{t} c=-\frac{1}{\varrho} \Delta\left(\frac{1}{\varrho} \Delta c\right)-\mathbf{u} \cdot \nabla c \tag{43}
\end{equation*}
$$

endowed with the boundary conditions:

$$
\begin{align*}
& \partial_{\mathbf{n}}\left(\frac{1}{\varrho} \Delta c\right)=0 \text { on } \Gamma  \tag{44}\\
& \partial_{t} c+\mathbf{u}_{\tau} \cdot \nabla_{\tau} c=\Delta_{\tau} c-\partial_{\mathbf{n}} c \text { on } \Gamma
\end{align*}
$$

admits a strong solution $c$ unique in the class $W^{1, p}\left(0, T, L^{p}(\Omega)\right) \cap L^{p}\left(0, T, W^{4, p}(\Omega)\right)$ with $c_{\mid \Gamma}$ in $W^{1-\frac{1}{4 p}, p}\left(0, T, L^{p}(\Gamma)\right) \cap L^{p}\left(0, T, W^{4-\frac{1}{p}, p}(\Gamma)\right)$.

Proof. We proceed by a fixed point argument. Let us consider $c_{\Gamma}$ be given such that

$$
c_{\Gamma} \in X_{\Gamma}, \text { with } X_{\Gamma}=W^{1-\frac{1}{4 p}, p}\left(0, T, L^{p}(\Gamma)\right) \cap L^{p}\left(0, T, W^{4-\frac{1}{p}, p}(\Gamma)\right)
$$

and $c_{\Gamma}(0)=c_{0}$ on $\Gamma$. Then according to [7], the following initial boundary value problem:

$$
\begin{align*}
& \partial_{t} c=-\frac{1}{\varrho} \Delta\left(\frac{1}{\varrho} \Delta c\right)-\mathbf{u} \cdot \nabla c \\
& \partial_{\mathbf{n}}\left(\frac{1}{\varrho} \Delta c\right)=0 \text { on } \Gamma  \tag{45}\\
& c=c_{\Gamma} \text { on } \Gamma \\
& c(0, \cdot)=c_{0}
\end{align*}
$$

admits a unique solution $c \in X_{\Omega}$, where $X_{\Omega}=W^{1, p}\left(0, T, L^{p}(\Omega)\right) \cap L^{p}\left(0, T, W^{4, p}(\Omega)\right)$, with $1<p<$ $\infty$. Moreover,

$$
\|c\|_{X_{\Omega}} \leq C\left(\left\|c_{0}\right\|_{\mathcal{C}^{2}(\bar{\Omega})}+\left\|c_{\Gamma}\right\|_{X_{\Gamma}}\right)
$$

where $C$ is a positive constant.
Given $c$ a solution of (45), we first note that $\partial_{\mathbf{n}} c \in L^{p}\left(0, T, W^{3-\frac{1}{p}}(\Gamma)\right)$ and

$$
\left\|\partial_{n} c\right\|_{L^{p}\left(0, T, W^{3-\frac{1}{p}}(\Gamma)\right)} \leq C\left(\left\|c_{0}\right\|_{\mathcal{C}^{2}(\bar{\Omega})}+\left\|c_{\Gamma}\right\|_{X_{\Gamma}}\right)
$$

Now, let us consider the following parabolic problem on the boundary $\Gamma$ of the domain:

$$
\begin{align*}
& \partial_{t} \chi-\Delta_{\tau} \chi=-\mathbf{u}_{\tau} \cdot \nabla_{\tau} \chi-\partial_{\mathbf{n}} c, \\
& \chi(0)=\left.c_{0}\right|_{\Gamma} . \tag{46}
\end{align*}
$$

According to the maximal $L^{p}$ regularity for parabolic problems (see [2]), we obtain:

$$
\begin{equation*}
\partial_{t} \chi \in L^{p}\left(0, T, W^{3-\frac{1}{p}, p}(\Gamma)\right), \quad \chi \in L^{p}\left(0, T, W^{5-\frac{1}{p}, p}(\Gamma)\right) \tag{47}
\end{equation*}
$$

with

$$
\begin{equation*}
\left\|\partial_{t} \chi\right\|_{L^{p}\left(0, T, W^{3-\frac{1}{p}, p}(\Gamma)\right)}+\|\chi\|_{L^{p}\left(0, T, W^{5-\frac{1}{p}, p}(\Gamma)\right)} \leq C(\mathbf{u}, p)\left(\left\|c_{0}\right\|_{\mathcal{C}^{2}(\bar{\Omega})}+\left\|\partial_{n} c\right\|_{L^{p}\left(0, T, W^{3}-\frac{1}{p}(\Gamma)\right)}\right) \tag{48}
\end{equation*}
$$

Consequently, the mapping $\mathcal{T}: c_{\Gamma} \rightarrow \chi$ is a compact mapping on $X_{\Gamma}$. Our ultimate goal is to apply Schaefer's fixed point theorem. To this end, we have to establish suitable bounds on the set of $c_{\Gamma}$ 's satisflying $\lambda \mathcal{T}\left(c_{\Gamma}\right)=c_{\Gamma}$ with $\lambda \in[0,1]$. Thus, using the equations:

$$
\begin{align*}
& \partial_{t} c=-\frac{1}{\varrho} \Delta\left(\frac{1}{\varrho} \Delta c\right)-\mathbf{u} \cdot \nabla c, \\
& \partial_{\mathbf{n}}\left(\frac{1}{\varrho} \Delta c\right)=0, \quad c=c_{\Gamma} \text { on } \Gamma,  \tag{49}\\
& \partial_{t} c_{\Gamma}-\Delta_{\tau} c_{\Gamma}=-\mathbf{u}_{\tau} \cdot \nabla_{\tau} c_{\Gamma}-\lambda \partial_{\mathbf{n}} c,
\end{align*}
$$

with $\lambda \in[0,1]$, we obtain estimates on $c$ by multiplying equation (49) ${ }_{1}$ by $-\Delta c$ and integrating over the domain. We get:

$$
\begin{align*}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\{\int_{\Omega}|\nabla c|^{2} \mathrm{~d} x+\frac{1}{\lambda} \int_{\Gamma}\left|\nabla_{\tau} c_{\Gamma}\right|^{2} \mathrm{~d} \mathcal{H}^{2}\right\}+\frac{1}{\lambda} \int_{\Gamma}\left|\partial_{t} c_{\Gamma}\right|^{2} \mathrm{~d} \mathcal{H}^{2}+\int_{\Omega}\left|\nabla\left(\frac{1}{\varrho} \Delta c\right)\right|^{2} \mathrm{~d} x \\
& =-\frac{1}{\lambda} \int_{\Gamma} \partial_{t} c_{\Gamma} \mathbf{u}_{\tau} \cdot \nabla_{\tau} c_{\Gamma} \mathrm{d} \mathcal{H}^{2}+\int_{\Omega} \mathbf{u} \cdot \nabla c \Delta c \mathrm{~d} x \tag{50}
\end{align*}
$$

We need to estimate the terms on the right hand side of (50). We have:

$$
\begin{align*}
\left|\frac{1}{\lambda} \int_{\Gamma} \partial_{t} c_{\Gamma} \mathbf{u}_{\tau} \cdot \nabla_{\tau} c_{\Gamma} \mathrm{d} \mathcal{H}^{2}\right| & \leq \frac{1}{\lambda}\left\|\partial_{t} c_{\Gamma}\right\|_{L^{2}(\Gamma)}\left\|\mathbf{u}_{\tau}\right\|_{L^{\infty}(\Gamma)}\left\|\nabla_{\tau} c_{\Gamma}\right\|_{L^{2}(\Gamma)}  \tag{51}\\
& \leq \frac{1}{4 \lambda}\left\|\partial_{t} c_{\Gamma}\right\|_{L^{2}(\Gamma)}^{2}+\frac{C}{\lambda}\left\|\mathbf{u}_{\tau}\right\|_{L^{\infty}(\Gamma)}^{2}\left\|\nabla_{\tau} c_{\Gamma}\right\|_{L^{2}(\Gamma)}^{2},
\end{align*}
$$

and also:

$$
\begin{equation*}
\left|\int_{\Omega} \mathbf{u} \cdot \nabla c \Delta c \mathrm{~d} x\right| \leq\|\mathbf{u}\|_{L^{\infty}(\Omega)}\|\varrho\|_{L^{\infty}(\Omega)}\|\nabla c\|_{L^{2}(\Omega)}\left\|\frac{1}{\varrho} \Delta c\right\|_{L^{2}(\Omega)} \tag{52}
\end{equation*}
$$

Using Lemma 2.1, we also have:

$$
\begin{equation*}
\left\|\frac{1}{\varrho} \Delta c\right\|_{L^{2}(\Omega)} \leq C\left(\left\|\nabla\left(\frac{1}{\varrho} \Delta c\right)\right\|_{L^{2}(\Omega)}+\left|\int_{\Omega} \Delta c \mathrm{~d} x\right|\right) \tag{53}
\end{equation*}
$$

The last term in (53) is estimated as follows:

$$
\begin{align*}
& \left|\int_{\Omega} \Delta c \mathrm{~d} x\right|=\left|\int_{\Gamma} \partial_{\mathbf{n}} c \mathrm{~d} \mathcal{H}^{2}\right|=\left|\frac{1}{\lambda} \int_{\Gamma}\left(\partial_{t} c_{\Gamma}-\Delta_{\tau} c_{\tau}+\mathbf{u}_{\tau} \cdot \nabla_{\tau} c_{\Gamma}\right) \mathrm{d} \mathcal{H}^{2}\right|  \tag{54}\\
& \leq C\left(\frac{1}{\lambda}\left\|\partial_{t} c\right\|_{L^{2}(\Gamma)}+\frac{1}{\lambda}\left\|\mathbf{u}_{\tau}\right\|_{L^{2}(\Gamma)}\left\|\nabla_{\tau} c_{\Gamma}\right\|_{L^{2}(\Gamma)}\right)
\end{align*}
$$

Returning to (52), we get:

$$
\begin{align*}
& \left.\left|\int_{\Omega} \mathbf{u} \cdot \nabla c \Delta c \mathrm{~d} x\right| \leq\|\mathbf{u}\|_{L^{\infty}(\Omega)}\|\varrho\|_{L^{\infty}(\Omega)}\|\nabla c\|\left\{\| \nabla\left(\frac{1}{\varrho} \Delta c\right)\right)\left\|_{L^{2}(\Omega)}+\frac{1}{\lambda}\right\| \partial_{t} c\left\|_{L^{2}(\Gamma)}+\right\| \mathbf{u}_{\tau}\left\|_{L^{2}(\Gamma)}\right\| \nabla_{\tau} c_{\Gamma} \|_{L^{2}(\Gamma)}\right\}  \tag{55}\\
& \left.\quad \leq \frac{1}{2} \| \nabla\left(\frac{1}{\varrho} \Delta c\right)\right)\left\|_{L^{2}(\Omega)}^{2}+\frac{1}{4 \lambda}\right\| \partial_{t} c\left\|_{L^{2}(\Gamma)}^{2}+C\right\| \mathbf{u}\left\|_{L^{\infty}(\Omega)}^{2}\right\| \varrho\left\|_{L^{\infty}(\Omega)}^{2}\right\| \nabla c \|_{L^{2}(\Omega)}^{2} \\
& \quad+C\|\mathbf{u}\|_{L^{\infty}(\Omega)}\|\varrho\|_{L^{\infty}(\Omega)}\left\|\mathbf{u}_{\tau}\right\|_{L^{2}(\Gamma)}\|\nabla c\|_{L^{2}(\Omega)}^{2}+\frac{C}{\lambda}\|\mathbf{u}\|_{L^{\infty}(\Omega)}\|\varrho\|_{L^{\infty}(\Omega)}\left\|\mathbf{u}_{\tau}\right\|_{L^{2}(\Gamma)}\left\|\nabla_{\tau} c_{\Gamma}\right\|_{L^{2}(\Gamma)}^{2}
\end{align*}
$$

We finally obtain:

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left\{\int_{\Omega}|\nabla c|^{2} \mathrm{~d} x+\frac{1}{\lambda} \int_{\Gamma}\left|\nabla_{\tau} c_{\Gamma}\right|^{2} \mathrm{~d} \mathcal{H}^{2}\right\}+\frac{1}{\lambda} \int_{\Gamma}\left|\partial_{t} c_{\Gamma}\right|^{2} \mathrm{~d} \mathcal{H}^{2}+\int_{\Omega}\left|\nabla\left(\frac{1}{\varrho} \Delta c\right)\right|^{2} \mathrm{~d} x  \tag{56}\\
& \leq C\|\mathbf{u}\|_{L^{\infty}(\Omega)}\|\varrho\|_{L^{\infty}(\Omega)}\left\|\mathbf{u}_{\tau}\right\|_{L^{2}(\Gamma)}\|\nabla c\|_{L^{2}(\Omega)}^{2}+\frac{C}{\lambda}\|\mathbf{u}\|_{L^{\infty}(\Omega)}\|\varrho\|_{L^{\infty}(\Omega)}\left\|\mathbf{u}_{\tau}\right\|_{L^{2}(\Gamma)}\left\|\nabla_{\tau} c_{\Gamma}\right\|_{L^{2}(\Gamma)}^{2}
\end{align*}
$$

Using the Gronwall lemma, we have:

$$
\begin{equation*}
\left.\int_{\Gamma}\left|\nabla_{\tau} c_{\Gamma}(x, t)\right|^{2} \mathrm{~d} \mathcal{H}^{2}+\int_{0}^{T} \int_{\Gamma}\left|\partial_{t} c_{\Gamma}\right|^{2} \mathrm{~d} \mathcal{H}^{2} \mathrm{~d} t \leq C\left(c_{0},\|\mathbf{u}\|_{\mathcal{C}([0, T] \times \bar{\Omega}}\right),\|\varrho\|_{\mathcal{C}([0, T] \times \bar{\Omega})}\right) \tag{57}
\end{equation*}
$$

It follows immediately that $c_{\Gamma}$ is bounded in $L^{\infty}\left(0, T, H^{1}(\Gamma)\right) \cap H^{1}\left(0, T, H^{1}(\Gamma)\right)$, which is compactly embedded in $X_{\Gamma}$. From Schaefer's fixed point theorem, the result follows.

In view of Lemma 4.1, the approximate solutions for fixed parameters $m, \epsilon$, and $\delta$ can be obtained by means of a fixed point argument, exactly as in [16]. The rest of the existence proof consists in performing successively the limit processes $m \rightarrow \infty, \epsilon \rightarrow 0$, and, finally $\delta \rightarrow 0$. This is definitely a very lengthy and technical procedure which consists in applying the formal compactness arguments, discussed in Section 3, to the family of approximate solutions. This process has been described in detail e.g. in [1] and we therefore omit it here to keep the presentation concise.
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[^0]:    1991 Mathematics Subject Classification. 35Q30, 35Q35, 76N10, 76T99.
    Key words and phrases. Compressible Navier-Stokes-Cahn-Hilliard, two-phase flow, dynamic boundary conditions.

[^1]:    ${ }^{1}$ Considering $\Gamma \subset \mathbb{R}^{3}$ a two dimensional surface and $\mathbf{v}$ a vector field, we denote by $\mathbf{v}_{\tau}(x)$ the orthogonal projection of $\mathbf{v}(x)$ on the tangential plane to $\Gamma$ at $x \in \Gamma$. As $\Gamma$ is smooth there exists an outer normal vector $\mathbf{n}(x)$ at each point $x$. We denote by $\nabla_{\tau}$ the tangential gradient operator and by $\triangle_{\tau}$ the Laplace-Beltrami operator where both make sense at a given point with respect to a two dimensional surface (Riemannian manifold). The surface measure will be denoted by $\mathcal{H}^{2}$.

[^2]:    ${ }^{2}$ The boundary terms vanish as $\varphi$ has zero traces on $\Gamma$.

