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Abstract

In this paper we introduce a numerical scheme for fluid-structure interaction problems in two or three
space dimensions: A flexible elastic plate is interacting with a viscous, compressible barotropic fluid.
Hence the physical domain of definition (the domain of Eulerian coordinates) is changing in time. We
introduce a fully discrete scheme that is stable, satisfies geometric conservation, mass conservation and
the positivity of the density. We also prove that the scheme is consistent with the definition of continuous
weak solutions.

Keywords: fluid-structure interaction, compressible Navier—Stokes, stability, consistency, finite ele-
ments, elastic plates, incremental time-stepping.

1 Introduction

In the recent decades, there is an increasing attendance of mathematicians on the subject of fluid—structure
interaction (FSI) problems due to their numerous applications. This includes blood flow through a vessel,
oil flows through an elastic pipe but also oscillations of suspension bridges, lifting of airplanes, bouncing of
elastic balls or the rotation of wind turbines, see [2, 5, 10, 38] and the references therein.

We will consider the particular setting where the solid (or the structure) is a shell or a plate. This means
that it is modeled as a thin object of one dimension less than the fluid. For related up-to-date modeling and
model reductions on plates and shells see [15, 16, 39] and the references therein. The fluid will be considered
to be governed by the compressible Navier—-Stokes equation. We are interested in the development of
Galerkin schemes which are connected to the setting of weak solutions. Most of the mathematical effort
in this setting so far was devoted to incompressible fluids for weak solutions with a fixed prescribed scalar
direction of displacement of the shell. Well posedness results commonly show that a weak solution exists
until a self-touching of the solid is approached. For incompressible Newtonian fluids we name the following
results [3, 9, 19, 20, 31, 32, 35, 42, 43, 44]. On the other hand, the theory for compressible flows is much less
developed. Only recently the existence of weak solutions in the above setting was shown [4], see also [46].

The numerical results of fluid-structure interactions are rich and diverse. The numerical analysis for
the incompressible flows is developed in accordance with the existence theory, see the kinematical splitting
schemes developed in [9, 11, 12, 36], see also [10, 28, 34, 45] for more simulation results. Without a
surprise, the numerical theory for compressible fluids interacting with shells or plates is quite sparse. We
mention [1, 18] for the stability analysis with a given variable geometry and [27, 40] for some numerical
simulations. It seems that a numerical strategy for compressible flows interacting with elastic structures



stayed undeveloped due to the high nonlinearity of the problem originating from the fluid and its sensitive
coupling to its geometry.

This paper aims to fill that gap and enrich the theory on fluid-structure interactions by introducing a
(fully discrete) numerical approximation scheme which is in coherence with the known continuous existence
theory.

In particular we study numerics for the interaction between a compressible barotropic fluid flow with an
elastic shell in the time-space domain I x Q(t), where Q = Q(t) ¢ R (d € {2,3}, t € I = [0,T)) is a time
dependent domain defined by its unsteady boundary.

The boundary of €2 consists of a time dependent elastic shell I's(¢) on the top surface of the fluid (whose
projection in d**-direction is ¥ given below), and fixed solid walls T'p = dQ\I's for the other parts of the
boundary. Throughout the paper we reserve r = (z1,...,24-1) as the coordinates for the plate displacement
7 : X — R, i.e. the distance of the shell above the horizontal plane x4 = H. We define x = (r,z4) as the
Eulerian coordinates in the domain

Qt) ={(r,zq) e ExR : 0< 2y < H+n(r)}.

We denote by Q = Q0 = X x [0, H] the reference domain, with £ = [0, L1] x - - - x [0, Lq_1] being a (d — 1)-
dimensional time-independent domain. Accordingly we introduce the following the one-to-one invertible

mapping

A:0R) = Qx), x=A(tZ) = A(t,F,5q) = <?, deinM> . (1.1)

Here and hereafter, we dlstmgulsh the functlons on the reference domain by the superscrip except the
ALE mapping. We denote by V= Vg and div = divg. Furhter, we denote J and J as the Jacobian of the
mapping A and its determinant:

t (13}l

J=VA, J=det(]).

We present Figure 1 for a two dimensional example of the domain and ALE mapping.

I's(0) =%
- s(0)
I'p Q(0) = O
0

Figure 1: Time dependent domain and the ALE mapping

The evolution of the fluid flow is modeled by the Navier—Stokes system

Oro+div(pu) =0, in I x Q, (1.2a)
O(ou) + div(pu ® u) = divr + of, in I x Q. (1.2b)
where ¢ = p(t,x) is the fluid density and u = u(¢, x) is the velocity field, 7 is the Cauchy stress
vT
= S(Vu) —p(e)l.  S(Vu) = 2uD(u) + Adivu I, D(u) = % p(0) = ag”

for a > 0, v > 1. The viscosity coefficients satisfy p > 0 and g+ A > 0. The motion of the shell is given by
c00sOiz+ K'(n)=g+eq-F, z=0m, on IxX, (1.2¢)

where 2 is the velocity of the shell, g5 > 0 is the density of the shell, e; = (0,0,1)7 for d = 3 (eq = (0,1)7
for d = 2), g = g(t,r) is a given function, and F is given by

F=—(t-n)oAJ,
where 7 = S — pl is the Cauchy stress. For the sake of simplicity, we assume throughout the paper that

eoos = 1.



As elastic energy K (n) we use the following linearized energy

v2 2 v 2
alVen| +B\ ul

K(n) = — 5

a, B3>0,
which leads to the following L2-Gradient:
K'(n) = aA®n — BAn.

We refer to Ciarlet and Roquefort [15] and references therein for the details of the model and also other
choices of K(n). To close the system we propose the following boundary conditions

ulr, =0, (1.2d)
77‘62 = 07 VU‘BZ - 07 (126)
and initial data
0(0) = 0o, (0u)(0) = qp in 2(0), (1.2f)
n(0,-) =no, 2(0,-)=z2 in %, (1.2g)

where ng(z1) = 0 and zg(z1) is a given function. We also need a compatibility condition between the shell
and the fluid
u(t,x)|rg 0o A= z(t,r)eq. (1.2h)

The purpose of the present paper is to introduce a fully discrete numerical scheme that is equipped with
suitable physical and mathematical properties. By that we mean that it satisfies in particular:

(a) A fully discretized weak continuity equation that can be renormalized in the sense of DiPerna and
Lions, such that the error for convex renormalizations is positive.

(b) Mass conservation and positivity of the discrete density is preserved.
(¢) A fully coupled momentum equation in the spirit of Definition 2.1 on the discrete level.

(d) A discrete energy inequality for the coupled system (analogous to the continuous energy inequal-
ity (2.1)).

(e) The scheme is consistent with the continuous weak solutions introduced in [4] (See also Definition 2.1).
This means in particular, that if the discrete deformation, density and velocity converge (strongly) to
some limit triple, this limit triple is indeed a weak solution of the continuous problem.

(f) The scheme exists for a minimal time-interval. Le. for every dy € (0, H/2) there is a minimal time Ty,
such that a-priori infjg 7 n(t,r) > do — H.

The existence of weak solutions for compressible viscous barotropic fluids interacting with an elastic plate is
only recent [4]. It follows the seminal existence proof for weak solutions of the compressible Navier—Stokes
equations [41, 26]. Note that the existence approach introduced in [4] can not be adapted to numerical
approximations in a straight forward manner since it uses fixed point theorems and regularization operators
on the continuous level. Indeed, the introduction of a numerical scheme that satisfies all conditions above
turns out to be rather sophisticated. In particular, in order to capture the material time-derivative at
the interacting interface, we have to introduce a corrector flow field (the function w, below) that depends
(linearly) on the elastic deformation n which allows to approximate the material derivative (the Eulerian
time derivative) of the elastic solid.

We will consider a fully coupled implicit Euler scheme with respect to the time derivative. The spatial
discretization of the deformation is done by piecewise polynomials. All three quantities are prescribed w.r.t
a fixed steady reference mesh. This provides a nonlinear system for which we can prove the existence of
solutions every time-step via a homotopy argument (See Theorem 4.15).

The critical highlight of the present paper is given in Theorem 3.7 and Theorem 4.6 where it is shown that
the introduced scheme satisfies a discrete version of the energy inequality. It turns out that for compressible
fluids only a fully non-linear implicit scheme does satisfy an energy inequality (See Remark 3.2). This is
in contrast to incompressible fluids, which can be linearized (see e.g. [9]). While the strategy to get energy



stable schemes for the compressible barotropic Navier—Stokes system is quite standard if the fluid domain
QO is fixed, see e.g. [29, 33, 37|, it becomes rather difficult when a time dependent domain is considered.
We would like to mention here the stability results of [1, 18] where the moving domain is a given function.
As far as we know, this is the first result on energy stable numerical solutions for the FSI problem with
compressible fluids even in two space dimensions. The technical highlight is the consistency of solutions,
see Theorem 3.12 and Theorem 4.13. This is due to the fact that in case of fluid-structure interaction the
space of test function is a part of the weak solution (see Definition 2.1). For that one has to ensure that
the space of test functions of the limit weak solution (that depends on the limit geometry) can indeed be
approximated. For that reason, the consistency of solutions is sensitive to the regularity of solutions—hence
the consistency is the only part of the paper where there are restrictions on the barotropic exponent ~y. In
the fully discrete case the restriction is that v > g in the semi-discrete setup there is no restriction on ~.

The main result of the present paper is the existence of numerical solutions which satisfy (a)—(e) stated
above. We first introduce the troubles related to the variable Eulerian geometry by studying the case of a
discrete in time, but continuous in space model for which we prove properties (a)—(e). In the second part
of the paper we study the fully discrete case for which (a)—(e) can also be shown. Finally we prove the
existence of the fully discrete solutions. For all the results in the present paper we have to assume that
a>0.

For the better readability we state here where the respective results are shown:

(a) See Lemma 3.4 (semi-discrete) and Lemma 4.4 (fully-discrete) for the renormalized equation.

(b) See (3.3) for the conservation of mass, Lemma 3.5 for the non-negativity of the discrete density and
Theorem 4.15 for the existence of numerical solutions and the strict positivity of density.

(c) See Definition 3.1 (semi-discrete) and Definition 4.2 (fully discrete) for the fully coupled momentum
problem.

(d) See Theorem 3.7 (semi-discrete) and Theorem 4.6 (fully discrete) for the energy inequality.
(e) See Theorem 3.12 (semi-discrete) and Theorem 4.13 (fully discrete) for the consistency of the schemes.

(f) See Lemma 3.10 (semi-discrete) and Corollary 4.7 (fully discrete) for the minimal time interval of
existence.

We wish to point out that the scheme is built in such a way that one may prove that any subsequence
of a numerical approximation converges weakly to a continuous solution." The convergence result for the
very same scheme will be the content of an independent paper.

2 Preliminaries

In this section, we introduce the necessary notations, the time discretization and time difference operators.

Weak solutions

We begin by introducing the following concept of weak solutions developed in [4, 46] where the existence of
weak solutions (until a self-contact of the boundary) under appropriate initial conditions was shown. Indeed,
existence could be shown in the following continuous spaces

e The deformation is usually assumed to be in the following Bochener space’ € W', where W :=
L2(0,T; W22 () N WL2(0,T; L2(%)).

e The density o € QF, were Q! := L>(0,T; L7(Q(t)). This means that o(t) € LY(2(t)) for almost every
t and that the essential supremum over the respective norms is bounded.

e The velocity u € V!, where

VEi={ue L0, T;W'2(Q(t)) : u(r,H +n(r)) = dmn(r)eg for allr € L and u=0on I'p}

'Please observe, that the lower bound on 7 is the very same as was requested in [4].
2Throughout the paper we make use of the standard notation of Bochner spaces, Sobolev spaces and Lebesgue spaces, see
for instance [25] for more details.



Definition 2.1 (Weak solution).
A weak solution to (1.2)—(1.2g) is a triple (1, 0,u) € W! x Q! x V! that satisfies the following

T d T
/ / Qgpdxdt—/ / (00ip+ ou- Vo) dedt =0
o dt Jo, o Ja,

for all v € C*° (f X ]Rd);

T T
d
/ / gu-lIldwdt—/ / (ou- ¥ +pu@u: V¥) dzdt
o dt Ja, o Ja,

T
+/ / (S(Vu) : V¥ — ap’div¥) dzdt
0 Q-

+ATQiL@mM“iLGM@¢+”WW§“)“
_/OT/QTgf-\Idedt—i—/OT/ngdrdt

for all (W,1) € C$°([0,T] x RY) x C§°(X) with ¥(r, H +n) = 1(r)eq on ¥ and ¥ = 0 on I'p. Moreover,
the solution satisfies the energy estimates

tes[%%} (/T (;mu’? +’H(Q)) dl‘+/2 (2% + K(n)) dr> +/0T/, S(Vu) : Vudz dt

(2.1)
1 T
gl;@mmy+mw)m+éuw%ww+xwm»w+l(mm@+mmmgw

where H(p) = % o represents the internal energy of the fluid.

Time discretization

We divide the time interval by N; subintervals and set 7 = T'/N; as the size of the time step. For simplicity,
we write t* = k7 and I* = [tk, tk“) for all k =0,1,..., N;. Further, we denote v’j as the approximation of
v at the time tF. Next, we start the time discretization with the piecewise constant in time approximations
of the domain (mesh)

Q) =Qfort <7 Q@)=QFforalltel® k=1,2,...,N,.

Note that the deformation of the domain is related to the ALE mapping, that is also approximated as a
piecewise constant in time function

A t)=Afort <1, A(t)=AFforallt e I¥, k=1,2,..., N,

Further, we continue the time discretization of all unknowns, including the test functions, by piecewise
constant in time functions on the fixed reference domain 2

5(4,%) = 00R) for t <73 Br(t,) = 0K(R) for all t € [kr, (k+ 1)7), k=12...,N, %€ (22

~ A~

where v € {p,u,p, 7,2, W, ©, U, 72} To recover the functions from the reference domain back to the current
domain, we take
k _ ok ky—1 P 1

=y o (A7) and v, =0, 0 A; (2.3)

Ur

for v € {p,u,p,n, z,w,, ¥, ¥}. Finally, we define a projection operator

(2.4)

T

N i k
I;[v] = E / Ik()vdt,Vke{O,l,...,Nt}, and 17x(t) = Hre .
I 0 otherwise .

where 14 (t) is the characteristic function

1 iftelk
16(t) = 2.5
(1) {0 otherwise . (2:5)



ALE mapping

In consistent with (2.3), we define the deformation rate of the fluid domain at time t* (k = 1,2,...,N;) as
Ak — gk-1 nk . nkq 7 T k_ k=1 T
~k _ 1 T T T d k _ ok ky—1 _ nr — N d
Wr=—"—" = 0g—1, - ) Wr=Wwro (A7) = (041, - ErH) (2.6)

where 0g_; is (d — 1)-dimensional zero vector.
For convenience, we introduce X! as the mapping from Q. (t%) to Q. (#/), i.e.,

X7 () = Q(F), XI(xY) = Alo (A)THx)  for all X € Q. (t). (2.7)

Recalling the definition of the ALE mapping (1.1), the Jacobian of Xf and its determinant read

J? = 8)?}5:(2)’ and jij = det (JZ) = m, (2.8)
respectively. From the above notations it is easy to check
T divwh =1 - 7871 (2.9)
Further we observe, that if n*(r) € (09 — H, Hpax — H) for all k € {1,..., N;} and all r € ¥, then
0< 20 J! < @, i,j €{1,....,N;}. (2.10)
max do

In order to transfer between the current domain and the reference domain, we recall the chain-rule and
properties of the Piola transformation from [13]

JI Tn

dz = Jdz, dS(z)=|JJ '1/dS(Z), n= 177-Tal’

Jdivg = div (7777q), I1'Ver = VF, (2.11)
for a scalar function r and a vector filed q. Finally we denote for simplicity

— 1 — o~ ~
divq :=divqo A = 3div (JJ_TQ) ., Vr=VroA=JT1Vr (2.12)

Time difference operators

First, let us introduce the discrete derivative in time for the displacement of the shell. As the shell func-
tion n(t,r) is defined on the time independent reference domain, we apply the standard backward Euler
discretization for the family of functions ¥ : ¥ — R, k € {0, ..., Ny }:

B SerP(r) — 01 (r)

PO k) = ) = S (213)

(St’l“k (I‘) =

Next, for the fluid part, it is necessary to use the material time derivative in order to discretize our
scheme properly. Since the domain €2, is changing in time discretely we divide the material derivative in
the bulk part (inside the domain where the deformation of the elastic shell is of minor importance) and the
boundary part, where we approximate it by z*. We define in the following the discrete material derivative
that reflects the change of the domain as

k k—1 k—1
pprk = o0
:

- : (2.14)

where X,’z*l = Ao (AF)~1 is the mapping from Q. (t¥) to Q. (t¥71), see (2.7). In the following we deviate
the material derivative in a fluid part and a shell part by the following heuristics. Let ¢ be some quantity
defined on the current domain and u be the fluid velocity on the same domain. We deviate

lig(lJ Oq(t + 7,x 4+ Tu(t,x)) = dq(t,x) + u- Vq(t,x) = 0iq(t,x) + w - Vq(t,x) + (u — w) - Vq(t,x),

where w denotes the velocity of the moving domain, and (u — w) is the relative velocity of the fluid with
respect to the moving domain. Note that the first two terms on the right hand side capture the material



time-derivative. Indeed Dg“r’ﬁ is approximating that part. We give an insight by the following heuristics at
the time t = t*:

rk —pk=lo Xﬁfl _r(tx) —r(t -, Xiil(x))

k
Di'r* = T N T
_ r(t,x) —r(t—7,%x) N r(t —71,%) —r(t —7, X
T T
_ r(t,x) —r(t—7,%x) N r(t—r7,x)—r(t—rT, X’,z_l) x — (x — whr)
T x — X4t T
~or+w-Vr

Further, we observe

k_ k-1 k—1 k_ k=1 xk—1 7k=1 k—1
DAk T 7T o Xy _r-r o Xy T +jk -1
t T T T
k_ k=1, xk—17k—1
rf — o XY T, ) _ _
= k_“k _leWch rk 1oXi L
-

rf=1o XZ_l

which, as can be seen below turns out to be the suitable deviation in order to get a-priori estimates. In
addition, the above calculation motivates the use of the following non-standard time difference operator
approximating the Eulerian time derivative

k_ k-1 k=1 7k—1
=" o X T, ‘

T

Dyrk = (2.15)

We summarize the heuristics by the following discrete version of the Reynolds transport theorem.

Lemma 2.2 (Discrete Reynolds transport).
For the time difference operator defined in (2.13) and (2.15), we have the following discrete analogy of the
Reynolds transport theorem.

5t/ *dz = | Dy*dx = / (D;“rk + divw® r*7 1o x’,g—l) dz. (2.16)
Qk Qk Qk

Proof. From the definition of time difference operators and the determinant of the Jacobian given in (2.8),
we easily get

1
5t/ r*da = </ rkdm—/ rk=1 dg:)
Qk Qk k-1
k—1 ko okl k=1 k-1
:1</ rkdx—/ rk_loledet(axk >dxk>=/ ror e Xy g dz
T QE Qé ox Qé T

= Dyr* dx = / (Dg‘lrk + divw® k=1 o X£_1> dx.
Qk Qk

Rl

O

Note that the discrete Reynolds transport holds also for any C' € QF. Thus we obtain the geometric
conservation law by taking r =1

1
= (]Ck\ — ]Ck_l\) = / divw”® dz = w” . ndr. (2.17)
T Ck oCk

3 Semi-discrete scheme

This section introduces the necessary tools and observations with respect to the time discretization. Due
to the overwhelming technical notation in the fully discrete case we decided to include this semi-discrete
section. We wish to emphasize that the main objective of this section is to explain the methodology. Hence
we will assume within this section that the discrete in time but continuous solutions in space introduced
below exist and are bounded in spaces in such a way that the discrete energy is well defined. We assume
further (for this section) that the all needed test functions are admissible without further justification.



3.1 The scheme

The analysis is best understood when considering the scheme in the current domain (which is changing in
each time step). However, for applications the scheme defined on the reference domain seems more handable
to be implemented (see also the next section). Hence we first introduce the semi-discrete ALE scheme on
the current domain followed by its equivalent formulation on the fixed reference geometry.For the spaces of
existence we simply assume, that W (X) C W02’2(E), Q(Q,;) C L7(2;) and V(Q,) € WH3(Q,) for all s < 2.

Definition 3.1 (Semi-discrete scheme on the current domain).
We seek the solution (7, o, u¥) € (W(X), Q(QF), V(QF)) for all k € {1,...,N;} and for all (admissible)
(Vry 07, ¥r) € (W(E),Q(QF), V(QF)) with W, |rg 0 A; = 1,e4, such that the following hold:

/ Dtglﬁgp.rdx+/ div(o*v¥) e, dz = 0; (3.1a)
Qk Ok

/ D, (giu’;) W, 4 div(dhut @ vF) - O, da +
Ok

T

S(Vu®) : V&, dz — /

p(oF)dive, dz
Ok

ok

4

—I—/6tsz7dr+a/An’ﬁAwTdr+ﬁ/an-V¢Tdr:/ gﬁff-\Ile:n—i—/gfwTdr; (3.1b)
by % by Qk by

where

k k k k k
zr =07, Vi=u;— W,

1 1
g’j::/ dtandff::/ fdt
T JIK T JIk

The scheme is supplemented with the initial data

and

0 0 0 0
0> =00, ur=ug, n,=0, z=0,

and the boundary conditions
k k
u?loo, = w7lsq, -

Remark 3.2. Please observe that the above scheme is fully implicit and nonlinear. This means that both
velocity uﬁ and density Qﬁ are coupled to their domain of definition QE, which is determined by the unknown
n¥ for each time step & = 1,2,..., Ny. This is in striking contrast to the approaches from incompressible
flows [9] where the velocity and pressure can be solved for each time step in the domain of the previous
step. Here a common problem for compressible fluids reveals itself: Due to the fact that the renormalized
density equation is necessary to derive an energy inequality out of the (discrete) scheme seems to enforce
an implicit and non-linear scheme. Indeed, until today there is no time discrete scheme for compressible
fluids that provides energy estimates which is not both nonlinear and fully implicit even for fixed domains.
Unfortunately, in our investigations it turned out that also for fluid-structure interactions there is no space
to allow explicit in time parts of the solutions. Nevertheless, we can solve the scheme (3.1) by rewriting its
equivalent formulation on the reference domain Q to avoid the problem of solving unknowns on an unknown
domain, see scheme (3.2) given below in Definition 3.3. Though the scheme (3.2) is also a fully implicit and
nonlinear scheme, we can solve the nonlinear system iteratively on the given reference domain. Furthermore,
we will show that a full discretization in time and space actually possesses a solution, see Theorem 4.15. In
addition, we can assure that for a positive time interval that the fully discrete scheme is well-defined.

Equivalently, we may consider the scheme in the reference domain in accordance with the notation (2.3).

Definition 3.3 ( Semi-discrete scheme on reference domain). R R
We seek the solution n¥ € W, such that ming . n*(r) > & and (g¥,0*) € Q(Q) x V(2), such that gFa¥ €
LY(Q) and that the following hold:

ok k-1 7k—1 I
/AQTJO or o aTd§+/div(g’;v’;) 5T dz = 0; (3.2a)
Q T Q



Q

Shak gk — phlgk! ~ ETREEY S PR S
/ orurJy — 03 Vi W, AT+ [div(aﬁuﬁ®v§)'WTJokdf
Q

+2p AD(ui);ﬁI:\Tjok dz + A / divafdivW, 7 dz — / p(2))dive, JF dz
/ SrzRap dr + / AnFA, dr + 8 / Vnk . Vi, dr = / otk W gk az + / g, dr;  (3.2b)
P

for all k € {1,..., N} and for all admissible (¢, .,-,’QZJT) (Q(ﬁ) X V( ) x W (X)), with \/I\/T|g =req.
Here J& and JO are given in (2.8), and

Zﬁ = 5?5777]?7 v
The scheme is supplemented with the initial data
Q=0 w=m, =0 =0

and the boundary conditions
~k| ok
Urlon = Wrlog:

Note that the divergence and gradient operators are given in (2.11).

3.2 Stability

In this section, we aim to show some stability properties for the scheme (3.1) (or equivalently (3.2)). First,
we remark that the scheme (3.1) preserves the total mass. Indeed, by setting ¢, =1 in (3.1a) and applying

the discrete Reynolds transport Lemma 2.2, we derive ¢, (fm o d:c) = ka Dtglﬁ der=0forallk=1,..., Ny,
which implies

/ Qﬁdx:/ Qﬁldx:-":/ggdfzzMo, forall k=1,..., N:. (3.3)
Qk Qk-t Q

Next, we show the renormalization of the discrete density problem.

Lemma 3.4 (Renormalized continuity equation).
Let (0r,u,) € Q x V satisfy the discrete continuity equation (3.1a) with the boundary condition ur|sq, =
wrlaq.. Then for any B € C1(R) it holds

1
([, mtebrar— [, mtatas) o [ (4570t - ptah) a0
T \Jak Q! Qk

where
1

Dy =~ /Qk N/ (B(@’TH o Xy = B(ok) — B'(ef) (e o X! - @'ﬁ)) da.
Moreover, Dy > 0 if B is convex.

Proof. We set @, = B'(¢¥) in the discrete density equation (3.1a) and obtain

/ Dy oFB'(oF da:—i—/ div (gfv’j) B'(d")dz = 0.
r



First, by applying the Taylor expansion, we know there exist & € co{o*~! o Xk 1 o} that

ko k1 o xh—1 7k—1
D OB () de= [ & % i B'(o) dx

- T/ (B(QT) B(oF o X gk 4 (gﬁB’(Qﬁ) - B(@’ﬁ))
Ok

+ T (Bl o XET) — b o XﬁlB’(Qlﬁ)D dz
= / (Bleh) - Bt o XEDE ) dot— / (5B (h) ~ Bleh)) (1= Tt ) da
Qﬁ T T k k T Qlf_ T T T k

1 - - - - p—
1 L T (B o X Bk — B ) (o o X o)) e

1
== (/ B(d}) dx —/ B(of™) dw) +/ (05—3’(95) - B(Qﬁ)) divw} dz + Do
T \Jak k-t Qk

where we have used relation between the Jacobian and the deformation rate of the domain given in (2.9).
Next, by applying integration by parts twice, we reformulate the convective term as

(3.4)

(DB () do == [ bt VB (e de = = [ VEo9 (oh(eh) — Beh)) da

T

Q%

= J, divvi (e (e£B'(eh) — B(oh)) ax,

where we have used the equality V (QB’ (o) —B) = 0oV DB'(p). Consequently, summing up the above equations

and seeing v, = u, — w,, we complete the proof of the identity. Now, if B € C?(R) is convex, we use the
fact that by Taylor expansion there exists a £(x) € co{of ™! o Xk 1(x), 08 (x)} for all x € QF, such that

Do :/ rgh ‘D““ o
o

The general convex case follows by approximation. O

dx > 0.

With the renormalized continuity equation in hand, we are ready to show non-negativity of the discrete
density and the internal energy balance.

Lemma 3.5 (Non-negativity of density).
Under the assumption of Lemma 5./ we have ,Q’ITC >0 for allk =1,..., N; provided ¢ > 0.

Proof. By setting B(p) = max{0, —¢} > 0 in Lemma 3.4 and assuming ¢*~! > 0, we observe
B(gi™') =0, oiB'(d}) — B(a}) =0, (B(@’fl o Xy ) = B(ek) — B'(f) (e o X! - @'ﬁ)) > 0.

Thus we find
B(d")dz = 0.
Qk

Realizing B is a non-negative function we know that B(o") = 0 holds for all x € QF which implies o* > 0.
As 02 > 0 we finish the proof by mathematical induction. O

Further discussion on the strictly positivity of the discrete density will be shown for the fully discrete
scheme in the next section.

Next, by setting B = H(p) in Lemma 3.4 and realizing p = oH'(0) — H, we immediately derive the
following relation on the internal energy.

10



Corollary 3.6 (Internal energy balance).
Let (0r,ur,n;) € Q X V. x W be the solution of the discrete problem (3.1). Then there exists £(x) €
co{or~! oXk Y(x), 0¥ (x)} such that

1
- ( H(oy) d —/ H(@’ﬁ_l)dx> +/ p(oy)divuf dz + Dy =0, (3.5)
T\ Jak k-1 Qk

where

1 _ o _ _ —_
Dy =~ / T (MeE o XET) = H(eh) = H (oF) (5! o X! = o)) da

’H)
k;l

D
/Qk ‘tQT

Finally, we proceed to show the energy stability of the scheme (3.1).

dz > 0.

Theorem 3.7 (Energy estimates).

Let (Qﬁ, T,nT)k | be a family of numerical solutions obtained by scheme (3.1). Then the following energy
estimate holds

5, E’;dm+/E§dr J/ <|5tz’ﬁ|2+a‘Az7’?
Qk s 2 /s

I 2
+/ (2M|D(uf)]2+/\|divuf]2> dx—i—/ k7S ’D;“g’; dx+/ Tob1oxk-1 ‘D;“ k" da
Qk ok 2 Qk
_/ g’;ff-uﬁder/gTszr
ok >
(3.6)
where ) ) .
1= Lot [ub 4 Ho), B = (1R + ol Ak + 81V,
L
Proof. Setting ¢, = — in (3.1a), and (¥, ¢,) = (u¥, 2F) in (3.1b), we have
2 9
Zji =0, and ZIi =0,
i=1 i=3

respectively, where

k12
u u
= —/ Dthﬁ‘;' de, Ir= —/ div (Qﬁ‘&) |
Qk Qk
Iy =/ Dy (Q’ﬁu’ﬁ) uidz, L =/ div (9511’?"5) ufde, I = —/ p(ef)divu} dz,
Qk Qk Qk
16:2,u/ D (u )\Qd:z:—k)\/ |divu®|>dz, I —/ ok fk . ufd:z:—l—/gTszr
Qk Qk >

k‘2
T

dz,

\)

z = k k k
18:/7727 r, —a/An AP dr—i—ﬂ/VnT-Vszr.
) T )
Now we proceed with the summation of all the I; terms for ¢ = 1,...,12.

Term [; + I3 + Ig. Applying the equality a(a — b) = g + @

1 1
L+ I3+ Ig == —oF
1+ 13+ 1g T(/MQQT

we get

11



Term I5 + I4. For the convective terms, we have

k
Iy + Iy = / (—diV(QT T)| ‘ + div (Qﬁu]ﬁ ® vf) . uﬁ) dz
Ok

T

ko k \uﬁf
Qk

Pressure term I5. Recalling the discrete internal energy equation (3.5), we can rewrite the pressure
term as

ofuf @ vk Vuf) dz = 0.

dx.

1
Is = —/ p(o®)divu? dz = . ( H(o¥) dz — H(gﬁ_l)dx> + | TT 1H ’DA K
QF Qk

Q-1

Term Ig + I7. These terms don’t change.

a2—b? | (a—b)?
2 + 2

1 TO
192/2251& (04|A7715|2+5|V77’f|2) dr+/2 (2’5t(A
_[1 k(2 k(2 T/ k
= [ 50 (clant? + pva?) dr+ 7 [ (afack

Collecting all the above terms, we finish the proof, i.e.,

Term Iy. Applying again a(a — b) = , we deduce

(Vny)

)

B"St

)

2
+5‘Vzlﬁ

1 2
( E]]?da:— Ek 1dm) /5tE dr + <](5tzf|2+a’Azf k > dr
T \Jok oyt
2 1%” & | pa kl? T k—1|pA k

+ (2u|D( k)2 + X|diva® | dx—i— jk ‘D 07| dx+ 5 Lo Xy ‘D dz

Q k
:/ Qﬁff '115_ dx+/ gTZT dr.

Qk >

O

3.3 Some a-priori estimates

Let us recall that all unknowns including the domain and the test functions are piecewise constant in time,
see (2.2). We define 7, (t,r) as the affine linear interpolant of 7, meaning that 7, € C°(0,T;X), such that
7 (th ) = nF(r) and 077 (t, 1) = 2F(r) for t € IF = [th tF+1).

With a little abuse of notation we use [0,T] x Q(-) = U, (t571, tF] x Q. (t%). Accordingly we define
for s € [0,00), q € [1, 0]

N¢
1l oo rwsac. ) = (Z ‘
=0

Hfr ”LOO(o,T;Ws,q(QT(.))

1
" for € [1,00),
W "(Qr(tz))> rel ) (3.7)

Tlwsa@, ()

Note that the expressions above bound the respective norms for both the piecewise constant functions in
time as well as the piecewise affine linear functions in time.

Then the energy estimate Theorem 3.7 implies the following a-priori estimates (for the piecewise constant
functions 7, 0-, u, that are uniform in 7:

lorll Lo rizrir oy S € llerlurl|l o r10, () < ©
larllzzorizs@. () S 6 IVurlieprae,on S ldivarllzgrizg, o) <6 (38)
Izrll o mirzcey S € @llAnrlleorirzmy S 6 BIVIrlLeorra) < 6

12



where ¢ depends on the external force f and g as well as the initial data. Furthermore, for all 1 < 8 < «y
such that g + g =1 for some a € (1,00) we find

Qe+ )7 ae = [ r@’:\ﬁ<\u’:\+1>ﬁdx
B
< |k ] + 1]

La(Qk) |
Please observe, that in case d = 2 for every v > 1 one finds an a such that the right hand side will be
bounded. In case d = 3 we are restricted to v > g. Indeed, in this case we find by Jensen’s inequality that
for 5 € (1, 2]

(3.9)

QT L)

B
Zfz/ (12811t + 1))° do < ol o0 021 1] (3.10)

L2(0,T5Lo(Qk))

In order to prove the consistency of the above scheme we need some additional a-priori estimates.

Lemma 3.8. For all s € [0, %) and all g € [1,4) there is a constant independent of T such that

machSmT L2(%) +Z (H t77¢ W”(E)—i— Hétni Lq(E)) <G
and
k al L2
ml?x‘ T LQ(QT(tk))—i_lz:;T(’ T WS’Q(QT(tl))—i—H T LQ(QT(tl))> =C

The constant C' depends on the initial values and the bounds of the energy estimates alone. Moreover, for
all 6 € [0, %) there exists a constant C' depending on the energy estimates and 6, such that

@) - @) <o (3.11)

max ’ <
Lo (%)

Proof. The energy estimate (Theorem 3.7) implies that szH L2 is uniformly bounded, which implies the

same bound for 9;nF by the definition of z,. Moreover, since 2¥ is the trace of u¥ which is in WH2(QF), we
find by the trace-theorem (see the related estimate in [39, Corollary 2.9]) that

N,
Z H(SWT W*Q(Z)_; ‘ Ws2(x) <CZZ ‘ Tllws+3:2(@,) CZ )

which can be bounded by the energy as well. Due to the fact that for any ¢ € [1,4) there is an s < 2 such that
W#?2 < L9 the first inequality is completed. The second inequality follows by the very deﬁnition of W.r We
extend 7%, n*~1 by zero to R? and take r < 7. We use the notation of fBr (@) n* (y TQ f By dy

! 2

Tllw22(:)

=1

W12(Q, () ‘

for the mean value integral. Then by Sobolev embedding, we find that n* € C%(% ), for all o < 1, and hence

that
B = o]+ | k) - - [ ) ay]
B, (r) By (r) By (r)

SCraJr‘]{B()nT y) >dy\s0ra+7][ 2K(y)ldy < Cr® + O

By (r)

i (x) — ()| <

Now the result follows by choosing r = Ta%?. O

The regularity can be used to guarantee a minimal existence interval in time in which the shell is not
touching the bottom of the fluid domain. At first we have the following observation which is a direct
consequence of (3.11) above.

Corollary 3.9 (Inductive prolongation principle). Let 70 < %0 and 01 > 26g. Then, if for some k €
{1,..., N¢} we find that inf, n¥(r) > 6; — H, the n**1 satisfies inf, n¥(r) > 6y — 6o — H

13



Moreover, (3.11) implies the following lemma:

Lemma 3.10. For every dg € (0, H/2) there exists a Ty just depending on the bounds of the energy inequality
and H, such that

inf n(t,r) > 6y — H.

duf n(t,r) = 0
Proof. The result essentially follows from (3.11) from which we import the constants C and 6. Let (Tp+7)? <
H%‘SO. Then we choose N such that (N —1)7 < Ty < N, then for k € {1,..., N} we find by the fact that
7% =0, by (3.11) and by Jensen’s inequality (for the concave functions using 6 € (0,1]) that

o0

) = k) =200 = = [0 =2 (@)
N N N
>-cY > (m+n)cy (N—T) > 5y — H
=0 1=0
for all r € 2. O

3.4 Consistency

In this subsection, we aim to show the consistency of the scheme, meaning the if the numerical solution
converges, then it satisfies the weak formulation (2.1) in the limit of 7 — 0.

Usually, for that one takes a fixed test function and shows that the error produced by the discretization
vanishes in the limit. Due to the fact that the domain of the test function is a part of the solution we
have to approximate the test function space as well. We will do this in the following. We recall that
7, :10,T] x ¥ — [6g — H,00) is defined as the affine linear function in time which satisfies 77..(k7) = ¥ for
all k.

Now, the a-priori estimates imply the following lemma:

Lemma 3.11. For any a € [0, %) and any of the above approximation sequences there exists a sub-sequence,
{0, }jen € C([0,T] X X) and a n €€ C*([0,T] x X), such that

Ty =1 with j — o0
uniformly in C*([0,T] x X).

Proof. Sobolev embedding implies that 77,.(t) is bounded in C%(X) for all @ € (0,1) uniformly in t,7.
Combining that with (3.11) implies that 7, is bounded in C*([0,7] x X) for all « € (0, 3) uniformly in .
Hence the theorem of Arzela Ascoli implies the result. O

In the following we may assume that 7, — 7 uniformly (omitting the index j). Now, we take a test
function on the limit domain:

(1, W) € C*([0,T], C° (X)) x C=([0,T] x Q,(t); RY) such that ¥(t)|r, =0,
0

U(t,-,n(t,-) + H) = (t,-)eq on & and W(t) = 0 = (t) for all ¢ > T. (3.12)

In order to satisfy the coupling condition we introduce an approximating sequence introducing the new
approximation parameter € € (0, 1)

T, : C°([0,T] x R*;R?) such that U (t,r,z4) = ¢(t,r)eq for all r € X

and x4 € (’U(t, ) + H — ¢, n(t’ ) + H + 6). (313)

Such an approximation can be made precise by taking a cut-off function. We take ¢, € C*°[0, 00), such that

¢£k)(0) =0 for all k € N and ¢(z) =1 for all 2 € [¢,00) and 0 < ¢, < 2. Moreover, we take for a function
b: C*(]0,T]) the notation (b), as the standard convolution function. Recall that since n € C* uniformly we
find in particular (n)e < n+ €*. Then (for a fixed t) we define for € < min{3dy, 1}

Ve(t,r,2?) = (1= ¢e(H + (n)e(t) — 2% +20)) U(t,v,27) + de(H + (1)e(t) — 2™ + za)(t, x).

For T < %e the function (¢(t), U(t)) is now an admissible test function for all ¢ € [0, T]. For the continuity
equation we do not need the extra approximation parameter for the test function since no boundary values
are requested.
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Theorem 3.12 (Consistency of the semi-discrete scheme (3.1)).
Let (or,u,,7m,) be a solution of the scheme (3.1). Then for any ¢ € C2([0,T] x RY) we have

T
[ @dar— [ [ e+ o 99 de = 01, (314)
Q, o Ja.w

If moreover, 1, — 1 in C*([0,T] x £) (for some a € (0,1), than for all pairs (¥,1)) € CZ(0,T x RY) x
C2([0,T) x X) as constructed in (3.12) we have uniformly in € that for all T < 1e and V. satisfying (3.13)
that

—/ QT T \Ilodx—/ / (orur - OV + orur @u, : VU,) dx
Qr Q- (t)

T
+u/ Vot VO dz 4 (u+ N) / / divu®div, d:c—/ / p(o7)div¥, dz
0 Ja-(t)
—/0t77(0)w0dr—/ /5tn78twdrdt+/ /K’(nT)wdrdt
> 0 > 0 >
T T
— [ fowars [ [ towderor), @)

0 Jz 0 JOr @)

Proof. To prove the consistency, we must test the discrete problem (3.1) with piecewise constant in time
test functions. Therefore, we have to apply the piecewise constant projection operator II; introduced in
(2.4) to the smooth test functions ¢, ¥ and 1. Note that for any ¢, = II;[¢], ¢ € {p, ¥, ¢} and for any
piecewise constant in time function r, it holds

for some 9 > 0.

Ntl Ntl

/ re¢y dt = Z/ r 10,6 Z/ re¢dt = / rr¢dt.

Thanks to this equality, hereafter, we will directly use smooth (in time) test functions to show the consistency
of our numerical scheme.

The construction of the ¥, is such that we may multiply (3.1b) with the couple (¥, ). As we are

dealing with continuous in space functional spaces, we only need to treat the consistency error of the time
derivative terms.

First, for the time derivative term of the shell displacement, we have

/ /5tz7¢7drdt / / == =T) oy dear
/ / drdt—/ /zT Y(t+ 7)drdt
/ /z (”T dr dt + - /TH/ZT Ot +7) drdt—i/O/EzT(t)z/J(t—i—T)drdt

T
——/ /zT(8t¢+;Bfw]t*)drdt—/wozgdr
0 P 2

T
_ /0 /E 20 dr dt — /E 00m(O) dr + (6l 120 e (0:7.205))7

(3.16)
where t* € (t,t + 7) comes from Taylor’s expansion in the last second equality. In the following we use r,
as a substitute for either g, or gr;u;. We begin by the observation, that

J

tk‘+1

/ rF o X TE W (t) dadt = / / rElo XK TE W (t+7)dx dt
Qlf— tk 1 Qﬁ

e H
— / /k 1 r 1y, (t + T’r’md?;lZ—l—:H> drdxg, dt
tr—1 Q‘r_
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We find

// Dyr U dz dt = Z/

th+1 (tyr,zg) — U, (t+7 r, Ty k;;{H)
_Z/ / ddt—//r\l! )dwdt = I + I.
tk Qk T

Next observe that

tk+1

Qk

k+1 1 k+1 k1 _ ok
n*T+ H n* + H nv Tt —n
(Y () = [ o (1 1 )
\brwa e(tr, 24 04 L + (1= 0)zq T
1 k+1 k1 _ ok
k n + H -
— Wk V(T a( (te T (1= 0)2a) = Welt, v, 20) ) dba™ -
TW; (t,r l‘d)—|—/0 5 Zq T +( )Td (t,r,xq) | dbzg R

= —TwP . VU (t,1,24) + R".

By Taylor expansion (and the bounds on 7, ) we find |R*| < ¢ HVQ\IJ HOO |n**+1—n¥|2 which implies in particular
that for «, such that o = % (where S is defined via v in (3.9)) and by Lemma 3.8 that

-
Which implies by (3.10) and Lemma 3.8 that for % +

1

22 _

7 B 2—a 1
— = >0« —

3 2 “t 5T T,

which is true for all & < 3/2. Hence for all v > g there is a ¥ > 0. The maximum is achieved for
a=2—4/3/2, then ¥ =2 —2,/2/3 and 3 = v/6 which is admissible for v > 2(1+ v/6) in 3d and all v > 1
in 2d.

Now we calculate using Taylor’s expansion (using the uniform bounds on ||97W.|| 7 Irell L2071 @2,)
we find for a suitable 6 > 0 that

th+1 o
Zk-i-l

‘ k < Orot(2-a)
T LO‘BI(E)

k
.
TliLsar)

H2fa o
T .
TllLs@k)

/Q’ﬁ PEIRM dr < e |2 [l — o]

—§>79>Owehave
tk+1

[ iR  d = ().
o

Actually

>0

k+1
tht1 (t,r,zg) — U, (t + 7,1, wd) i U (t+T1,r,2q9) — U, (t +7,r, xd”nkJrJ;{H)
I, = Z + re dz dt
tk Qk T Ok T
tht1 pht1
:—Z/ / R0, da dt + O(r Z/ / rRwt W (t + 1) dx dt + O(7).
tk Qk tk Qk
Consequently we derive

/ / Dyr, U, dz dt + / 000 dg dt + / / ((t)dx dt

(=0) (3.17)

//Q(t) Hwr(t) - V() dz = O(7"), § >0,

for r; being o, we may take ¥, = ¢ in case r; = p;u,; we have to take the e-approximation.
Finally, substituting (3.17) into the continuity method, (3.17) and (3.16) into the coupled momentum
and structure method (3.1b), we finish the proof. O
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Remark 3.13. In variable domain analysis and in particular in fluid structure interaction involving elastic
solids it is unavoidable to approximate the space of test functions at some point. In our case we do this by
introducing the parameter e.

We wish to indicate what are the next steps in order to prove that a subsequence converges to a weak
solution, which will be the content of a second paper (relaying on this work). The energy estimate allows
to take weakly converging sub-sequences (in 7). In order to pass with 7 — 0 one has to prove that the
various non-linearities as the pressure and the convective terms do indeed decouple in the limit. This is a
sophisticated analysis introduced in [4] and goes back to seminal works of Lions [41]. The last step is then
to pass with € — 0. This limit passage is how ever not as dramatic (essentially it uses Taylor expansion);
but it depends sensitively on the regularity of d;n and in particular on the fact that v > % O

4 Fully-discrete scheme

In this section, we propose a fully discrete scheme for the FSI problem (1.2). For the time discretization,
we take the method introduced in Section 3. Further, for the space discretization, we take a mixed finite
volume-finite element method proposed by Karper [37] for the compressible Navier-Stoks part (1.2a)—(1.2b)
and a standard finite element method for the shell part (1.2¢). As in the last section we keep 7 as the
time discretization parameter. For the space discretization we introduce the value h which is assumed to
be coupled to 7 in a convenient manner’. In the following we will use Oh,rs UWhr, Wh oy s 2h,7 @S functions
which are discrete in space and piecewise constant in time. Similar notations with the same subscripts will
be applied to all functions that will appear in this section. We shall write a S bif a < cb for some positive
constant ¢ (independent of h and 7), and also a ~ b if a Sband b S a.

4.1 Discretization

For the discretization in time, we follow the previous section and approximate all unknowns including the
mesh and test functions by piecewise constant in time functions. For the space discretization, we start with
the notations on the fixed reference domain.

Mesh for the fluid part. Let Q0 = 0 (the reference domain) be a closed polygonal domain, and 7}? be
a triangulation of 2 o
The time evolution of the domain (or mesh) is described by the ALE mapping for k € {0, .., N;} that
Qf ;= Qo (AF )7 and T = T o (Af ;)"
where the ALE mapping A’fm will be given in (4.2) below, and

Qe (t) = Qo ALL(), TiF = T o (A} )™ and Th . (t) = T o A, L(1),

where the ALE mapping Aj, ; is given in (4.2) below.
Further, we adopt the following notations and assumptions for the mesh of the fluid part.

e We denote by |K| and |o| the Lebesgue measure of the element K and edge o respectively. Further,
we remark hyx as the diameter of K and h = max g0 hi as the size of the triangulation. The
mesh is regular and quasi-uniform in the sense of [14], i.e. there exist positive real numbers 6y and cq
independent of A such that

0o < inf{fLK,K € 7',?} and  coh < hg,
K

where £ stands for the diameter of the largest ball included in K.

e The mesh is built by an extension of the (d — 1)-dimensional bottom surface mesh in the d'" direction,
i.e., the projection of any element in the d*" direction must coincide with an edge o € &g on the bottom
surface. We give an example in two dimensions for illustrating such kind of mesh, see Figure 2. In
particular ’7;{“ is assumed to be a conformal triangulation uniform in k, h, 7.

3For the consistency actually we will assume that h ~ 7.
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Figure 2: An example of mesh in two dimensions: left is the reference mesh and right is the deformed current
mesh.

e By £(K) we denote the set of the edges o of an element K € T . The set of all edges is denoted by
E. We distinguish exterior and interior edges:

£=&UEE, gE:{aegjaeth,T}, & =&\ &

e We denote the set of all faces on the top boundary by & (C &g).

e For each 0 € £ we denote n as the outer normal. Moreover, for any ¢ = K|L, we write n, i as the
normal vector that is oriented from K to L (so that n, x = —n, 1), where K|L denotes a common
edge.

Mesh for the structure part. The mesh discretization of the time independent domain ¥ coincides with
that of the initial mesh of the top boundary 5 = 5g .

Remark 4.1. On one hand, the mesh is constructed by the extension of the mesh of the (d —1)-dimensional
bottom boundary. On the other hand, we will define a linear function for the discrete ALE mapping Ay, -,
see (4.1) below. As a consequence, any triangle on the reference mesh is be kept to be a triangle in the
current mesh, see a two dimensional mesh discretization in Figure 2.

Functional spaces Our scheme utilizes spaces of piecewise smooth functions, for which we define the

traces .
v = lim v(z + én), v™ = limv(z —dn), z €0, o€&.
6—0 0—0
Note that, v2" is set according to the boundary condition for an exterior edges o € £g. We also define

vout + ,Uln

i 1
[['U]]J — pout _ Uln, Vg = ———, <'U>U = — / ’UdS(ZL‘)
2 o] Js
Next, we introduce on the reference mesh the space of piecewise constant functions
Qn = {cp € Ll(ﬁ) ¢|kx = const € R for any K € 7’,?} ,

and the space of the linear Crouzeix—Raviart finite element

Vi = {v € L*(Q)

v|f = affine function on K € T2, / [v], dS(x) =0 for o € 510},

and the space of piecewise quadratic functions on the shell 3

W, = {q e (%) \q|(, € P2(q) for o € zh} .
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In accordance with (2.3) we denote for all ¢t € (0,7
Vh,r = 6h,’r © A];}r
for all unknowns including the test functions v € {p,u,p,n, z,w, @, ¥, ¥} and

Qn( (1) = Qn o AL (1), Vi( Qo (1) = Vio A L), Wi(D) = Wi(D).
Thus it is clearly that

©Ohr € Qn <= Onr € Qn,
‘I’hﬂ— eV, — \/I\’hﬂ— S ‘7}“
and
Unr € Wy <= Ypr € Wi and Yy = g 7

The associated projections of the functional spaces are

1
ty s L(8,)  Qu. Tirl] = oz [ v do, Ke T,
K

K|
and (the uniquely defined interpolation operator [21])

e : WHY(Qp,) — Vi, such that /Hg[v]dS(x) = / vdS(x) for any o € £.

o g

We shall frequently write
1
o = 1o / Mg [0]dS ().

Finally" we use the definition of @h\/I}h,T as the discrete gradient for \flhyT € Y//\'h.

Coupling at the boundary and ALE mapping. Following the above notation we denote by I'f =
I's(*) the piecewise quadratic boundary produced by 77,"{. Namely

I = {(r,zq) €[0,L]% x [0,00), 24 = H—I—n,li’T(r)}.

As in the last section we define ny, - (t) = n¥ _on [k7, (k + 1)7). For the fluid domain we require the upper
boundary of the mesh 7}, ; to be of piecewise linear geometry. Therefore, we take a piecewise linear projection
operator by keeping the values at the vertices of elements on ;. Let ¢; be the standard piecewise linear
basis function of the (d — 1)-dimensional mesh ¥ defined by the vertices {ri}zN:pl C X, where N, is the
total number of vertices on ;. Then such a projection reads

Np
I, : P2(Eh) = PH(ER)- Mlonr () = Y Sjnr (7).
j=1

We also illustrate such a projection in Figure 3 in the case of d = 2, where the red line is I'g while the
dashed blue line is £ that determines the ALE mapping. Accordingly, the discrete ALE mapping (1.1) is
redefined due to the space discretization proceedingly introduced

nh,T) + H/\

1T I H
X = Ay (X) = (?, o Vi xd>, withr =T, 24 = 1y () + H

o Zq. (4.1)

Moreover, we need to update the definitions in (2.6) and (2.8) due to the ALE mapping.

k— k—1y ~ \ T k— r
wh A — A’il (0 (0 — 7' xd) w 0 My (e — M 7) Ta
hr — = d—1; Ir 3 hr — d—1; )
' H k
T T T (Hp(n}w) + H) (4.2)
i j k k—1
J _ d aXz (Xz) _ Hp(ni,ﬂ-) +H d di k _ Hp(nhﬂ' B nhﬁ ) =1 k—1
J; = det Dl =T 7 and 7divw, . = T (F T
X p(Mh,-) + p(Mh ) +

Please observe, that here the domain €, » is defined via 7, and its triangulation 73 is defined by
I1,[nh,-]. Moreover, the Dirichlet boundary values of uy, » will be defined by II, [z, -].

4Please observe the difference between @h\il;w and ﬁlﬁ which is defined in (2.12).
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Figure 3: Part of ¥; and 7T, near top boundary: the red line is I's = {x | 4 = n5,» + H}; the dashed blue
line is & = {x | xg = H + I1,(np ) }-

Upwind divergence

To approximate the convective terms, we apply a dissipative upwind operator

1
diviP(ra,r, vi,r) (x Z K > /Uprh’ﬂth]dS() (4.3)

KeTh, UES(K
where
1
Uplrn e, Vi) = 730 (Vi om), — B [ra] = Tlelrns) (Vi) — (h° + 5‘ Vi on) ) [l e > —1.

— ——— —— g

standard upwind artificial diffusion convective part dissipative part
where e

sza = T}zrfr (Vs n)© + rﬁ?f (Vhr-m)_  and = 5

As pointed out in [22], the additional artificial diffusion included in the above flux function is h**! which
indicates € > —1. For the consistency we will require

€ (0,2(y —1)).

Observe, that the artificial diffusion has been introduced in order to allow to show that a weakly converging
subsequence converges to a weak solution with h,7 — 0. Actually, up to today it is an unavoidable
regularization with respect to the analysis. There are, however no numerical experiments that show the
necessity of the artificial diffusion in this context. We wish to emphasize that the existence of the scheme,
its stability, mass conservation and positivity of the density do not depend on the additional artificial diffusion
term. However, it is important for deriving the unconditional consistency of our numerical scheme without
any assumption on the regularity of the numerical solution, see Theorem 4.13.

In accordance with the relation (2.11), we introduce the upwind divergence on the reference domain as

diviP(rh,r, V) = divViP(rp 7, Vi) 0 Ap r = Z
KeT?

1
= /UprT,uhT]\JJ} 1514S().
oceé&(K

Preliminary inequalities

We assume the readers are familiar with the techniques in finite element method. For the sake of complete-
ness, we report a few necessary inequalities. As is common the constant depend on the regularity of the
mesh; i.e. on the constants 6y and ¢y above. As follows from our estimates (4.21) the numbers ¢y and 6y can
be chosen independently of h and 7. Meaning that

Oy < inf {fLK,K € 7}1,7} and coh < hg. (4.4)
K

where £ stands for the diameter of the largest ball included in K. Moreover, it follows from (4.21) it follows
that
hix < cih for all K € Ty 7, (4.5)
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with a constant uniform in h and 7.

Since these constants can assumed to be uniform w.r.t the change of variables (due to bounds on n, ;)
the below estimates hold both on the reference domain, as well as on the current domain. For that reason
we take Qp , = rer, K asa (regular) polygonal domain. We define for the discrete in space function uy, ,
the following norms:

Huh’THl,Th = Z /K|VUh7T2 dz, Huhﬂ"H‘}, = 2/

KeTy, o€y e

% [un]? dS ().

Next we would like to introduce from Brenner the Korn inequality [7, equation (1.19)].

<
el = 1Dz, + ey +

and the Poincaré-Friedrichs inequality [6, equation(1.5)]

<
”uh7THL2(Qh’T) ~ ||uh,7 ‘LTh + ”uh,THLl(F) )

respectively for all uy » € V3. Thus we deduce the following modified Korn inequality

<
lanrlly 7, + nrllzg, ) = € (DA 2 ) + Ihrll oy + sy ) (4.6)

Further, we need the following version of Sobolev’s inequality [23, Lemma 2.3]
< 2
Huh,THLG(QhJ) ~ Huh,THLTh + Huh,THLl(Qhﬂ_) , Vup, € Vi (4.7)
Next, due to scaling argument we introduce the trace theorem [23, equation (2.26)]
[l oorey S BV [l ey 1w € PP(K), 1< p< o0, VE €T, (48)

where P™(K) denotes the space of polynomial degree not grater than m. It is worth mentioning the inverse
estimate, see[14] and [33, Remark 2.1]

c L1 gi_
HuHLi"l(O,T;L‘Il(Qh,T)) ~ TP P2h ) Hu||LP2(07T;L42(Qh,T))7 V1i<pr<p1<oo, 1<qg<q <oo. (4.9)

Finally, we recall the standard interpolation error estimates for ¢ € C1(€2, ;) [8] (see also [30, Appendix]).

[TIr (] = h, |T7[¢] — @l ~ b, |[Held] — 6l = h, [[Tre[d] — @l ~h, 1<p<oo.  (410)

and also from [37, Lemma 2.7] and [17] that

v =T V][l 20,y ~ 2 IV VI 20, ) > PV € Vi or CH(Qr) )
v — HS[V]HL?(Q,M) +h|[V(v— Hf["])”w(ghﬁ) L% HVHWZ?(Q;L’T) , Vv € W2’2(Qh,7)-

4.2 The scheme

With the above notations, we are ready to present a mixed finite volume—finite element method for the FSI
problem (1.2). First we present the scheme in the current domain.

Definition 4.2 (Fully discrete scheme on the current domain).

We seek a solution (nﬁﬁ,gﬁﬁ,uiﬁ) € (Wh,Qh(QfM),Vh(QfM)) for all £ € {1,..., N}, such that for
all (@f Wy op ) € (Qu( ), Vi(Q ), Wi(X)) with Hg[®) o AF ] = eI, Jleq (for all k €
{1,..., N¢}) the following hold:

/Q Dug onrda+ /Q div(0h -, vh )onr d =0 (4.12a)
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/Qk Dy (Q]l?Lﬂ'HT[ui,T]) ’ ‘Ilhﬂ' + diV (Qh THT[uh T] Vh ‘r) ‘IlhT dz

T

+2u [ D(f,):VE, dz+ A lellh Ldiv®y, - dz + 2 E / [[uz Tﬂ (¥ ]dS(x)
Ok ’ Qk ’
u o€y

— / p(of ) div®, - dz + / Sezf b,z dr + / Anjy Aty - dr = / o £ Wy, da + / gy, dr
Ok ) ) Ok )
(4.12D)

where

Hp[zili |zq r

k k k k k k T

Zhyr = Oty Vhy = Wy = Wi Wi o (X) = (Od_l’ W) ’
pUh, 1

and . )
gt = / Il¢[g] dt and £F .= / TIg[f] dt.
T JIk T Jr1k

The scheme is supplemented with the initial data

Q(i)z = HT[QOL u?m' S HT[uO]v 772,7' =0, 22,7' =0,

and the boundary conditions
<Vh,7'>o- = O? [[QZ’TH = 0, Voe gE

Pleas observe that by construction

<u237> = <W’T"’> = <Hp[z,’§77]> for all o € X

Recalling (2.3) allows to transfer the scheme in the following way:

Definition 4.3 (Fully discrete scheme on reference domain). R
We seek the solution 77577 € Wi(X) and (Q,”,uh L) € Qr(Q ) x Vip(Q)for all k € {1,..., N¢}, such that for

all (3f ., @Z,T,%’;T) € Qu(Q) x Vi(Q) x Wi() , with ng[\phﬁnz = TIe[IL,[¥f (r)]]eq (for all r € ¥ and all
ke {1,...,N:}) the following holds:

o
/Qh,rjo QhT Ty

Q T

@h,Tdle—/Adivﬁp(gfw,vﬁT)@h,Tde:0; (4.13a)
Q b b

oF 11 N O T TP (oF Tfuf ] vF
/ h I 85196 — 8 T (8510, \Ilhde:r—l—/AdiV P(of Mruf ], vE ) - . J7 42

-
+2u/ D(uf ) : V¥, JF dz+2,u2/ u,” \Il;”]] TEIRTRAS(F)
(4.13b)
+ A /@ divuf _dive,  JF dz - /ﬁ p(a} )V, J5 T + /2 Sezf, b dr + /E Anjy Ay dr
= /A of £ Wy, T dE + / gEbn, 7 dr
Q X
supplemented with the initial data
Q?L,T = HT[QOL u(f)m' = HT[uO]? 772,7' =0, 22,7' =0, (414)
and boundary conditions
<v’,§77> - <agT - vAv’;> —0, ﬂ@zfﬂ —0,V0€ & (4.15)
g o g
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4.3 Stability

Analogously as the semi-discrete case, the fully-discrete scheme (4.12) (or (4.13)) satisfies the following
internal energy balance.

Lemma 4.4 ( Discrete internal energy balance).
Let (on,r,unr) € Qn x Vi, satisfy the discrete continuity equation (41.12a). Then there exists £ € co{gz;l o
Xk, QZJ} and ¢ € co{oh., 0%} for any o = K|L € EF such that

1
— ( - dz —/ H( QhT ) / p(of )divuf _dxz = —D; — Dy, (4.16)
T Ql[ﬂ_ k) k)

where

//
D1: Tij

ox

2
A
‘D hT

de, Dy=Y / 1 () HQQ,T]}Q(hE+‘<VgT.n>U)dS(x). (4.17)
oegk "7

Remark 4.5 (Renormalized discrete continuity equation). It is apparent from the argument below that a
respective discrete continuity equation is valid for B(gp ;) for an arbitrary functions B : C*([0,00)). Indeed,
by replacing H by B one derives an analogous result to Lemma 3.4.

Proof of Lemma /./. Firstly, we set ¢ » = H'(0) in (4.12a) and obtain
| Dk e+ [ e (g vk, ) #dh ) de o0

Next, recalling (3.4), we know there exist £ € co{gk Lo XK, Qfm} such that

k k—1 k 7k
‘QhT —Op, © Xt
/ DtQhT ,T)d / i H,(Q;{:L,T) dz

T

1 "
T Qﬁ ’ ’ Qﬁ 2

Further, by recalling the definition of the upwind flux (4.3), and using again the Taylor expansion, we
reformulate the convective term as

[ i v M ek e = 3 / /(o ‘;‘(’, (dr (v, om) —neoh,]) ar

2
t On,r dz

K Tk c€e0K

_ K !U| kup gy [ ok
- Qh,TH ( )leVh T dz + Z H ('Qh,T - QK) <vh,‘r ’ Il> dzx

Qk K| o

T KeT}k UE@K

. H” 2
Y S [ (e 2“ k] ) asto
Ke’]‘k 0c€0K

= /Qk Q;CL,THI(QZVT)diVV;’iT dx + Z Z H/(Ql;() [[QZ’TH [<v}l§7T . n>a] a ds(z)

KG’T}{“ c€dK 7

+h Y Y [[Qﬁ,TﬂzdS(x)

KeT, 0cdK VO

Z / Oh, roH( QhT d1vv,” dz + Z H'(C) [[QZJ]]QhEdS(‘T)

KeTF oegk "’
CY S ([ ] - 2 M) AL Rl i A
KeTF ocdK
=Y / of H (o )divv], de+ Y / H'(C) | b <h5+‘<v§77-n>0)d5(az)
KeTF ocef
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- > | Hdk)vE, - ndS(x)

Ke’]’k occdK
= (of )divvF _dax+ D
. poh,r h,T 2

where Dy is given in (4.17) above, and ¢ € co{ok., 0¥} for any o = K|L € &.
Consequently, collecting the above terms and seeing vy, » = uy, » — Wy, -, we complete the proof, i.e.,

1
0= - ( o) dz — / H( Qh - ) / pidivwfw dz + Dy + / p(Qz,r)diVVZ,f dz 4 Do
Qk Qb

T

1
:( dx—/ HQhT ) / prdivuf _dz + Dy + Ds.
T Qk ’

Analogously as the semi-discrete case, the fully-discrete scheme (4.12) (or (4.13)) dissipates the total
energy.

O

Theorem 4.6 (Energy stability of the fully-discrete scheme (1.12)).

N
Let (gfw, uﬁﬁ, 772 T>kT be a family of numerical solutions obtained by the scheme (4.12) (or (4.13)). Then
for any N =1,..., Ny the energy is stable in the following sense

EY dx+/ENdr+TZ/ 2uD(uf; ) * + Aldivuy | )dx+2mZZ/ u,” dS( )

N
Qh k=1o0€&;

2 9 9 N
T k(2 k T k-1 k k
+ ? Z/E (5tzh77| To ‘Azhﬂ' > dr + 7 ; /Q/; §Qh,7' oX ‘DtHT[uh,T]

+r (D1 + Dy +TZZ /( o IvE . - ml + 07 (of ) ) [t ] ase)

=1 k:lggk

2
dx

+ 3 ‘Vzﬁj

N
:/AEJQdE—I—/ESdr—FTZ/ Qinf-uZde—FTZ/gfz,lf’Tdr
Q = k=177 k=17

where Dy, Do are given in (4.17), and
1

B = Lob el 1+ Hok), Y = S(0ah P ol 7+ 51V 1), ok, = ok,
Proof. Setting ¢p, » = w (4.12a), and (Ppr, Y ) = (uiT,z,';T) in (4.12b) we have
2 9
Y I;=0,and Y I, =0, (4.18)
i=1 i=3
respectively, where
2 2

‘HT uh 7']
dz, I = —/ div}P (Q,”,vh T) " du,
x

2

uh T]
/ Dt@h‘l’ 2

I3 = /k Dy (Qh,THT[uh,T]> . uh,T dw, Iy = / divgp (Q’;L’THT[u]I;;’VZ’T> . UI;:L’T dz,
Ok @

Is = —/ p(gﬁﬁ)divuﬁﬁ dz, Is —/ (2M\D( O+ )\\dlvuhT\ ) dr 4+ 2p Z / dS(:U)
Qk Ok oeE;
Sk k1
I7:/ ghTfk I;””dx+/gfz,]§Tdr, Igz/h’ThTz,]’der
QF ’ ) ’ b)) T ’

Iy = / (aAn’;,TAz’,fb,T + BV - Vz;’f77> dr.
P
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Now we proceed with the summation of all the I; terms for i =1,...,9.
Term (I + I3 + I3) + (I + I7) + Ig. Firstly, analogously as in the proof of Theorem 3.7 we have

(11%—]3—%]3)%—(]5—%]&)%—]9
_1 1 k 2 1 k—1
= </Q’$ 59T dﬂ’?—/Qfl 58,7
B T
+/ 0 T+ S (zf ) dr
s, ( ¢ ( 5 5 |0tz 7|
+ [ (DG P + Adive ) et 2 / [ui ] as+ [ o g6 uf do
Ok Qk

2
+ [hshoars [ 0 (ol P4 pio ) are [ (5 |ach | ) o
SR 2 ’ ’ =\ 2 ’

Term I>+14. For the convective terms, we have using the fact that II7[uy, .| and div}P (Qh )k, vy T)

are constant on each K € Tj  and the upwind divergence

T _ _ 2
[y ] HT[uZ - da;) +3 /Q k QIZ,Tl o Xk-1 ‘ D{r[uf ]| dw

2

up (ko ok ‘HT[U’”] k k
L +1y= o —div}P (gh,T,vhJ) - dz + d1V P <Qh I [u)f, vE T) -up, o dz

2
=) > /(ethTuh B T faf ]~ eiﬁg\ﬂmm )th nds(x)
KeTkaeaK
e k kL Ak
=02 3 3 | ([ehomrtml 1] it - [oh] 5 |t ) asc)
Ke’]’kdeaK
2
= [t ] (ckivhe nesd 4 bV ) dS()
o=K|Legk "7
2
w10 Y [ (), [ortut ] asta)
aeSk

Z/( o IvE ;- ml + 17 (o} >) [t ] asa).

Pressure term 5. Recalling the discrete internal energy equation (3.5), we can rewrite the pressure
term as

1
Is = _/ p(@i,r)divulfiﬂ' dr = - ( d.CC _/ H QhT ) + D1+ D,
QF

where D and Ds are given in (4.17). Collecting all the above terms, we get
1 T S Vv N v
= Efdx — Eftd / 8 u u | d
T<Q’: 7 ot roer)T S ! 2 e 2 +5 2 r
T k|2 k|2 2 2
+g [ (ks +a]Azh,T drot |, (2ulD ) + Adiva ) do
+2u Z/ uhT dS( )

T 5 2
=Dy — Dy — / —oi o Xk ‘DtHT[u’fL A
ok 2 ’

+ 8| vah,

dx—i—/ gngf.uszﬁ/g';z,@Tdr
QE b b E b
1 kaup|_ k k € k 2
- Z 2Qh7— ‘Vh,‘r ) Il’ + Oh,r h HT[uh,T] dS([B)
(o2 g 7
We finish the proof by summing up the above equation for k = 1,..., N and multiplying with 7. O
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4.4 A-priori estimates

Before proving the consistency of the scheme (4.12) (or equivalently (4.13)) we derive some useful estimates.
Due to the coherence of the argument we use the notation of Subsection 3.4. In particular we use the same
definition of the piecewise constant in time functions (as defined in (2.2)) and the piecewise constant domain
Q7.

Applying the modified Korn inequality (4.6) and the Sobolev inequality (4.7) to the energy estimates
(Theorem 4.6) and the definition of Dy and D (see (4.17)) directly imply the following uniform bounds on
the numerical solutions:

lon 71l oo (0,7 L7 (200 (1)) < € lon.r - oo @O

D) 20720000 < & MVl 20,5220, () = / Z/[[“hf]] dS(z) < e

oc€&r

<c

Vbl 202 con =€ e e s () < &

lenrll oo o2y < € NAMl oo iy <

(4.19)
/ S [ (3emives nl 40 o), ) Wrfon P as(e) <
€&
2
H” F(rE+|(vE_n dS(z) <c
[ @Il (4]t s
o€
rap - <e¢ u <ec
lonatbrlonslll o7 2 T (0 () T L 0,117 (@44 ()

where ¢ depends on the external force f; and g, as well as the initial data. Further, since the discretization
of the displacement 7y, » is conformal we find for 7, ,

anthHLw(O,T;LQ(Z) <ec, ”nhyT”LOO(O,T;LOO(Z)) <c

Moreover, by precisely the same argument as in Lemma 3.8 we find for all 6 € [0, %) there exists a constant
C depending on the energy estimates and 6, such that

max |of () — ol )| < 0 (4:20)

which implies the following corollary by the very same argument as in the semi-discrete case.

Corollary 4.7 (Exclusion of self-touching). Let 77 < %0 and 01 > 20g. Then, if for some k € {0, ..., N} we
find that inf, nf_(r) > 6, —H, the nk+1 satisfies inf, nf _(r) > 61—380—H. Moreover, for every &y € (0, H/2)
there exists a Ty just depending on the bounds of the energy inequality H, such that
f >00— H
nf. n(t,r) = do
From the above and the L> bound of 7, -, we may assume in the following that there exist two positive

constants d > d; > 0 such that
Th,r +H

H

Remark 4.8. Note the uniform upper and lower bounds on the Jacobian (4.21) imply that all uniform
bounds in Lebesgue spaces appeared in this paper hold both on the reference domain and the current
time-dependent domain. We emphasize this fact in the following by denoting LPL?, L9 for the norms
LP(0, T L9 ().

Moreover, by the same reasoning all estimates on integrals over the jumps, as well as on area-integrals
that have been shown on the reference mesh are also valid on the push forwarded mesh.

0<d < jO = < d9. (421)

Due to the fact that the trace theorem for uy  is not available we have to use a different estimate on
wp, - First by the L2-Stability of II, we find ||wyp, .|| o2 uniformly bounded. Second, since the projection
I1,, is conformal we actually do have a proper gradient of wj, » and may interpolate to find

. /]VH \2dr—|—c/]H dr
L2(Qr)
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C k1 2 i 2
=3 ’v 7}}”— Th,r )HL2+CthT Lo
¢ k k—1 k k—1 |2
- _ﬁ /2 A(nh’T B nhﬁ ) ' (nhﬂ' - nh,r ) T thvT L2
< S(|lank Apk—1 k k|12
- 7( "h,r L2 + nh,r L2) Zh,T 12 +c Zh,r 12

But this implies by Sobolev embedding (using the fact that Wy » =0 on I'p) that

k ~k
hT

P
Wh,T .

~ T

<CHVW,”

(4.22)

k) @ Lo(@, 12(@,)

Interpolation (Holder’s inequality) implies for 8 € [0,1] and ¢ = 65 + 2(1 — ) that

~

< =B

~ ’

Hwh’T”LOO(QT;Lq(Qh,T)) T Loo(QT;Lq(fL_))

Further, from the definition of the wy, » (4.2) and the uniform lower and upper bounds of 7, -, we notice

. Zh,T Zh,T <
Jdivwi ol ps = \ e | H e (4.23)
ThLL H 4 1h || oo 2 H + 1 7 L (0,T;L2(X))
Seeing v, » = Uy » — Wy 5, we discover the bound on vy, » that

Before going further, we recall a negative estimate from [22, Lemma 3.5].

Lemma 4.9. Let oy 7,V r be a numerical solution of (4.12a) with h € (0,1) and satisfy the estimates

T 2
HQh,THLooL'y <g, HQh,T’HT[uh,T”2HLocL1 <g¢ h* H”(G) Q];L,T dS(l‘) <c
0
ok 7

Then the following holds

_ex2 _et2
||Qh,T||L2L2 <ch 2 and ”Qh,THT[uh,T]HL2L2 <ch 2 s

where ¢ > 0 depends on the external force f and g and the initial data, but independent of the parameters T
and h.

Next, we report an estimate on the jump of the density from [30, Lemma 4.3].
Lemma 4.10. Let gy -, Vi be a numerical solution of (4.12a) with v > 2 and satisfies the estimates
HQh,THLooL—y <eg, ”divvh,‘rHL2L2 <ec.
Then the following holds
[[Qh J?
A / max 3 out ‘ <Vh:7' ’ n>g ’dS(:L’) dt <,

KeTh - 0€€(K) Ohyr Chor

where ¢ > 0 depends on the external force f and g and the initial data, but independent of the parameters T
and h.

Finally, we show the following estimates that shall be used in the analysis of the convective terms.

Lemma 4.11. Let gy -, up -, Wh » satisfy the estimates in (4.19). Then the following hold

/0 /|[[g,”]] (vir 1) |dS(z) dt < er iR, (4.952)

KEThTUGS

/ / Ton DT [un 0] (vir - )7 [dS(a) dt < er /4 BS, (4.25D)
0 K€Th,r 0€€(K)

where ¢ > 0 depends on the external force £ and g and the initial data, but independent of the parameters T

and h and
0 — _% Zf’}/_5, C: _% Zf’YZ%v
D=0 ify e (1), DEE ify e (1,9).
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Proof. All the estimates below depend on the a-priori estimates on vy ». In particular on the estimate

<
~

N |=

) < ||uh,7'”Loo(L6) + ||Wh,THLoo(L6) T

)

where we used (4.9) for uy , and (4.22) for wy, . On one hand, for v > 2, we employ Lemma 4.10 to get

[2

/ | [on,-] (Var-m) [dS(z)dt

KGET UEE(K
1/2

2 [ o, )| / S [ max{efte 62 (v ), laS(o)

o€&y hT’ghT o€&]
1/2 <, _
) 12 < 12

SEY2 (lonrll oo 1Vl 20

On the other hand, it is easy to check for v € (1,2) that H"(r) = ar?"2 > aifr <land rH"(r) = ar""! > a
if » > 1. Therefore

H"(r)(1 +7) > a for all r € (0, 00)

Applying these inequalities together with Holder’s inequality, and the estimate (4.19) we derive (by choosing
QL conveniently and (4.8)) that

/0 > /H[Qm]] Vi) [dS(z)dt

KE%TUES
—\f/ Z/\/rl[[gm]]l\/l Vhr M) \\/1+QhT (Vhr-m)_ |dS(x)
€&
1/2

< / > [ el ) Lol s m), 1AS(0)

ge&y
1/2
/ S [ 1o, |+ Lol v ), 1S (@)
o€e&
<12 1/2 V2 o 1 1 1/2 _
~h (th,THLlLl + HQh,THL2L6/5 thﬂ'HLQLG) ~h72774 ||Qh7—||LooLb/5 =: 1.

Then, for v € [6/5,2) we have

1
lNh 27’ Z

Concerning v € (1,6/5) we deduce by inverse estimate (41.9) that

< , -1 1 §(§,l 5y—6 1 1
Iy ~h™2771h2'6 ~ HQhTHLOOL'YNh o277,
which completes the proof of the first estimate ("1 Ha).

Similarly, we prove the second estimate (41.25b) in two steps. First for v > 2 we may derive it due to
Holder’s inequality, trace theorem, and the inverse estimate (4.9) that

[ap>

/ | Lon oD T[] (vir - m)> |dS(z) dt

KGETUEE/‘(K)

/ 2 / max[[gmﬂ | (vjr - m), [dS(x)

oEE& hT’QhT

1/2

1/2

/ 3 / max{gl. 8"} (I [uy o])? | {var ), |dS(x)

gE&]

_ 1/2 _1
S 072 (lonell oo gz Ith s 1320 IVl o) S A7H2775,
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Next, we proceed to show the second estimates for v € (1,2).

[

/ | LoD Ty uns] (var - 0) |AS(z) dt

KETh T O'Eg
1/2
2 1—v/2 2
<[ 3 [La] 10e ), tasto / S [{67) 1 e ), | Oyl ) dS()
oc€&r oc€&r
1/2
<, 2 (2—7)/2
Suo / o P ) R P Y LN O Y P
(2—7)/2

S o e = I

where we have used the algebraic inequality for vy € (1,2) that
2
2 _
o2 < [@2)] ({7 ).
If 3 < it follows (as before) that
IQ ,S_, h_l/ZT_i.
On the other hand, if 1 < v < % we complete the proof by the inverse estimates (4.9) and find
_ 1, _3 _3 2y _ 1 9y-12
I < h~Y2;=% ”QhT”Lw(LZ(z oy Sh V2r=i(pe "> lonrll oo (zny) > =h V2r—5p o

which finishes the estimate. O

Finally, it is useful to reformulate the convective term as following, see [24, Chaper 9, Lemma 7).

Lemma 4.12. (/2/, Chaper 9, Lemma 7]) Let r,F € Q(Tn+),v € V(Th) and ¢ € C*(Tp+). Then it holds

/ rv-Vode = — Z/Fdlv r, V] dx+ZE

KeTn
where
Z Z/F &) [r] (v-n)_ dS(z), Ea(r) Z Z/qﬁrvn—vn})dS()
KeTh,r c€E(K) KeTh,r ceE(K
Es(r) = r(F —¢)divwvdz, Eyu(r)=h° [[7“]] [F]dS(x

4.5 Consistency

With the a-priori estimates derived in the last subsection, we are ready to show the consistency of the
fully-discrete scheme (4.12) (or equivalently (4.13)). For the momentum equation we have to introduce the
e-layer again.

Theorem 4.13 (Consistency of the fully discrete scheme (4.12)).
Let (0n,ry Up,r,Nn,r) be the numerical solution of the scheme (1.12) with 7~ h, v > % and £ € (0,2(y — 1)).
Then for any p € C2(0,T;R%) we have

T
—/Q op " dx —/ /Q ()(waatw+ O Uh, - Vi) dz < O(h). (4.26)
. t

If moreover, npr — 1 in C*([0,T] x X) (for some o € (0,1)), then there exists a positive ¥ such that for all
pairs (U,9) € C2(0,T x RY) x C2([0,T] x ) as constructed in (3.12) we have uniformly in € that for all
T < %e and W, satisfying (3.13) that
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T
- / Q?Z,Tu?L,T ' \Il[e) dz — / / ) (Qh,’l‘uhﬂ' : 8t\IJe + Oh,rUh, 1 & Upr - VIIIS) dx
Qr Q- (1)

+,u/ / VuhT V¥, da:+(,u—|—)\)/ lellthIV\I/ dx—/ p(on,)divl, dz dt
Q. (1)

—/Eatn(())wodr / /5tnh78twdr+/K e ) dr dt— / /gderdt / / £.-0, dzdt < O(R”).

(4.27)

Proof. To show the consistency of the numerical scheme, we take ¥, j, = Il [¥ ] and the pair (¥, p,Vn ) =

(Ilg[¥ ], g[2)]) as the test functions in the discrete density and momentum equation, respectively. As

mentioned already before due to the uniform conformity of the mesh with respect to time change we have

bounds on the projection error independent of the time-step. And as before we will use below all quantities

that are related to the triangulation like 73 ,, K, 0, € as quantities that change from time-step to time-step.
We deal with each term separately:

Step 1 — time derivative terms. The consistency of the time derivative terms have been done in
Theorem 3.12. Indeed, by recalling (3.17) and (3.16) and using the uniform in 7 bounds on the spatial
projection (4.10), we find that

/ / DtQthodxdt+/ Q,”go da:dt—i—/ / on+(t)Opp(t) de dt
t=0)

(4.282)
/ | oncltiwns(0)- Volt)do = 0(r") + 0(0), 0> 0,
Q- (t)
T

|| Dionrung) - vodsde+ / o)l - Wdudt + / / oW - 0T (1) dr
0 /o) (=0 ( (4.28b)

/ / QhTuh‘r®WhT) Vv ( )d 0(7_9)7 0> 0,

Q. (1)
T
/ / Syznrth dr dt = / / s Oyt dr df — / W09 (0) dr + O(r) + O(h), (4.28¢)
0 by 0 b b

Step 2 — convective terms. We first deal with convective terms of the discrete density problem by

setting r = op 7, V= Vp -, ¢ = ¢, and F = II7[yp| in Lemma 4.12
/ 7 [p]diviPop 7, Vi -] dodt + ZE

T
/ / Oh,7Vh, " VQD dedt = /
0 Qr 0 KeTy, i=1

4
—/ / ediviPlon -, Vi, do dt + ZEz
0 JQr i=1

where

(0n) / D /HT &) [onr] (Vi - 0); dS(a) dt,

KEThrUEE

2(on,7) / >y /@QhT Vi -0 — (v -n) )dS(x)dt

KGETUEE

E3(Qh,7') = / / Qh,T(HT[QD] - gD)diVVhﬂ- dz dt,
D=k [o1.] [T (o] dS () di
1(on, / U%;I/ Oh TP

Next, we estimate the terms Z?:l E;.
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Term FEi(op-) Applying Lemma 4.11 we get

IEM%T|<Mwmﬁ/1 2: }:l/|km]vm.m |dS(x) dt < ch®,

KGTh-rJGS

|

Term FEs(op,) It is easy to get from Holder’s inequality, the estimates (4.19), the fact that g, » is piece
wise constant, Gauss theorem and Lemma 4.9 that

T
|E2(onr)| = /0 Z Z /th ©)y) (Vi -1 — (Vi 1) )dS(z)dt

K€Th,r 0€€(K)

where
if y > 8,

00 ity e(1,9),

QO W[

(4.29)

Obviously ¢; > 0 for all v > 1.

- / > ox [ (0= (0o (Vs (vi)ic ) | dS(a)de
0 KeTh., oK
(4.30)
= / Z QK/ Vo )divvy - + Vo - (Vi — (Vi) k) de| dt
0 KeTh -
= / QK/ Vo )divvy - + (Vo — (Vo) k) - v da| dt
0 KeTh, -
) < h,
where (, reads
— 2 ify e (1,2
(= o 07 (1,2), (4.31)
1 if v > 2.

Obviously (2 > 0 as e < 2(y —1).

Term FE3(op,) Applying Holder’s inequality and inverse estimate (4.9) we get

|E3(on7)| < < hllonrllpape < A2,

where (2 > 0 is the same as in (4.31).

Term E4(on-) Applying Holder’s inequality, the interpolation estimate (4.10), the uniform bounds (4.19)
and the fact the fact (Ja — b| < a+b) for a,b > 0 we get

\Ex(onr r—hﬂ/ 3 / lon.-] [Tr(e]] dS(z) df

ogEEY

h6+1/ Z/H[Q,”]] 1dS(z dt<h5+1/ Z/2QUdS

oc€&r €&
< h® HQh,THLl (0,73%.7) < he.

Consequently, we derive
T T
/ / OhVh,r - Vdrdt +/ Z/ 7 [p]diviP(on -, Vi -] dzdt < R, 6= min{¢y, (2,¢}. (4.32)
o Ja,0 0o /K
Clearly, @ > 0 for € € (0,2(y — 1)) and v > 1.
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Next, we deal with convective terms in the discrete momentum problem by recalling Lemma 4.12 with
r = on 7w, v=vi,, ¢ = Ve, F =1I7llg[p]]

/ / onr Tl [ r] @ Vs : VO, da df — / / divI® (op A Tl [ ], Vi) - T [Me[W.]] dadt
0 Qr 0 KeT;,
+ Z Ei(onAlr(up-])
=1
T 4
—— [ i on tirtun ) vi) Telw] do de+ 3 Eion, izl
0 /& i=1
where
Ex (0.l [ ) / / T [T (0] — W) [on 7w, ] (vir - n); dS(e) dt,
0

K€Th,r 0€€(K)

Es(onAl7[uy, 7] / / (onAL7[up 7)) (Vi -0 — (vp - - 1), )dS(2) dt
O KeTh., ocE(K)

Ba(onsTlr[un,]) = / / onr Tl [wns] - (T [Te[.]] — W, )divvi, da dt,

Ea(onTrfuy ) = / 3 / Ton T [y o]] - [T (M1 [0 ]]] dS(a) dt

oc€&r

Next, we estimate the terms Y3, Ei(on 17 [up ).

Term E;(op-1I7[up]) By Holder’s inequality and the interpolation estimate (4.10) we get

(B (on T [un )] < B |%clln / D / | TonTEr[un]] (vir - m)> |dS(z) dt

K€7—h7'0'€g K)

= h/ Z Z / [[Qh T]] HT[uh 7'] =+ On, ‘rou [[HT[uh TH]) <Vh‘r Il) ’dS( )dt =: I + I,

KETh T U'Eg K)
where we have also applied the chain rule

[uv], = w2 [v], + [u], v2"* for all u,v € Q.

Applying the estimate (4.25b) we get the estimates of the first term

L=h / > [ 1 len A Tirlon ] (i - m), JdS(a) e < a
O KeTh,, oc&(K)
where
1/4 if 4
(3= / 1 76[3’20)’ C3>0providedfy>§.
(57 =6)/(2y) ifye(l,3), 5

The second term I> can be estimates by

L=h /0 / 109 [Ty fun ] (vir - 1) |AS(x) dt

KeTy,,r 0€e€(K)

<h / 3 / o) (vir ) |[[HT[uh,T]ﬂ2dS<:c>dt / 2 / :

1/2
= |dS(x) dt

h,T
€&y

gEEY
< h1/2 1/2 1/2

< [6/5)

1/2 N h1/4
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where we have used the estimate (4.19)4. It is obvious that I S hi for v > g. Further by the inverse
estimate we derive for v € (1, £) that

1831y 3(y—1)
I, S hip2(65 HQhTHmeéh .

Consequently, 12 < RS, and ¢; > 0 for all v > 1, see (4.29).
Combining the estimates of the terms I; and Iy we get

Ev(on,Al7[uy 7)) < hés 4 pé

Term FEs(op 1l7[up,-]) We proceed as in (4.30) using the fact that gp, /Il [uy ;] is constant on each K.
Hence we find analogously

| Ba (o1 [up.]) |_|/ >y /gthTuhT (Ue — (Pe),) (Vs -0 — (vir-m)_)dS(z) dt|

KeTh,r 0€€(K)

- /0 K; ZQKHT UK); /8K(‘Ijz - <‘1’£>8K)(Vh,7 ‘n— (V) K - n)dS(:z:) dt

— / > ZQKHT uK); / (U] — (U)o )divvy , + (VU — (V8 ) - vy, - do| de

0 KeTy,»

< h el HQh,THT[uh,r]HLsz (ldivvi,rll 22 + Va2 p2) ~ B2,

where (2 > 0 is given in (4.31).

Term Es(op117[us ,]) Employing Holder’s inequality, the interpolation estimate (4.10) and the estimate
(4.19) we derive

‘E3(Qh,THT[uh,T])| <h ”\I’Encl HQh,THT[uh,T]HLQLz HdiVVh,THLQLz < h@

where (2 > 0 is given in (4.31).

Term FE,(op1I7[us,]) Using Holder’s inequality, the interpolation estimate (4.10), and the estimate
(4.19) we derive

(Ea(on Ty, ))| = 1] / S [ lenttrlon A1 N w ) ds(a)

€&y

< pett / > | MonTirlun TS (e) dr < b / > [ 2o, Jlaste) a

oc€&r €&y

< h® HQh,THT[uh,T}”Ll(o,T;QhJ) < h.

Consequently, we derive

/ / Oh, Al [up T] ®Vh7) VU, dxdt+ / divP[on THT[uh ), Vi T] e[V ] daxdt < h? (4.33)

0 KeTy

where 6§ = min{(1, (2, (3,¢} > 0 provided v > & and € € (0,2(y — 1)).

Step 3 — pressure and diffusion terms. First, it is easy to calculate

/ phrdivilg[¥ ] dz = Z pK/ divIlg[V ] do = Z pK/ U, n/ ph,rdiv.dz. (4.34)
Qr

KeTy KeTy,
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Similarly for the physical diffusion term we have

/ divuy, divllg[¥ ] de = / divuy, ;div¥, dz, / D(up ;) : VIIg[V ] dz = / D(up ;) : VU dz.
Q, Q. Q. Q.

(4.35)
Concerning the penalty diffusion term, we control it as follows

> [ 5 bl Melwl]dS(@) = 3 [ 3 lune] - el = W] AS(@) S ey IMel¥e] = Vel

€&y €&

S angll gy (@l

where we have used Hoélder’s inequality, the interpolation error (4.11) and the fact [¥] = 0.

Step — 4 rest of the structure part and external forces. By the standard interpolation error, we

have
T T
/ / A A 5 e = / / Anyr A dr + O(h),
0 > 0 >

T T T T
|| anctievetos [ [ gnedr= [ [ onctir vedos [ [ grodrs o)
0 Q. 0 M 0 Q. 0 b

Finally, collecting all the above terms we finish the proof. O

(4.36)

4.6 Existence of numerical solution

We aim to show the existence of the numerical solution for the nonlinear scheme (4.13) in this section. We
closely follow previous approaches from [29] which we adapt for the the situation of time-dependent domain.
To this end, we first introduce an abstract theorem, see [29, Theorem A.1].

Theorem 4.14. ([29, Theorem A.1])
Let M and N be positive integers. Let C7 > € > 0 and Co > 0 be real numbers. Let V and W be defined as
follows:

V ={(z,y) € RM x RN, z > 0},

W ={(z,y) € RM x RN, e <2 < Cy and ||y|| < Ca},

where the notation x > ¢ means that each component of y is greater than c, and || - || is a norm defined over
RN. Let F be a continuous function from V x [0,1] to RM x RN satisfying:

1. ¥¢ €[0,1], if v € V is such that F(v,() =0 then v € W,
2. The equation F(v,0) =0 is a linear system on v and has a solution in W.
Then there exists at least a solution v € W such that F(v,1) = 0.
Now we are ready to state the existence of numerical solution for the scheme (4.12).
Theorem 4.15 (Existence of a numerical solution and positivity of the density.).
Let 0 < Qlfl;l € Qh(QZ;I), (uﬁ Tl,n,]i Tl,th ) € Vh(Qﬁgl) X Wih(X) x Wi(X) be given. For simplicity, we

k—1
denote Q’fm as Qp, . Then there exists 0 < Qh’,r € Qn(Q,r) and (uﬁ’T,nﬁyT,zﬁT = M) € Vi(Qp ) X

Wih(X) x Wi, (2) satisfying the discrete problem (4.12), where nf = n,’f;l + 72 .

Proof. Let us denote U,’ZT = (u’fm,zh ) QQr) = {(¥,0) € Vi(Qr) X Wi(E)|¥|s = veq}, and define

V= {(eh . UE,) € Qu(Qnr) x Q, of, > 0}.

It is obvious that the degrees of freedom of the spaces Qp () and Q(, ) are finite. Indeed, the space
Qn(Q,+) can be identified by the set of values o for all K € T, therefore Qn(Q.,) C RM, where M is
the total number of elements of T,*. Analogously, Q(2,,) C R, where N is the sum of d times degrees of
freedom of £F and the degrees of freedom of X.
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Let us consider the mapping

F:Vx[0,1] — QrxQ
(02,7—’ Ul]f,ra C) — (9*7 U*) = F(Qlli,ﬂ Uf]f,v—a C)?

where (0*,U*) € Qp x Q is such that

- k-1
Ohr — O, o Xy
/Q Q*Sphﬂ_dgj:/g h,T hot . k_“k @h’de—FC/ﬂ divﬁp(giT,va7T)g@h,de; (4.37a)
k k k—1
op 7y | — (0, "Ilr|u o X Tk
/ U*-\I:h,de:/ b T ] = (eh Tyl ) u \Il,mdm
Q- Q- T

k k 1

Zhy T Phr k k
T et | A A dr— [0 g7 W dat [ g dr
b)) T Q. b))

+ C div} (Qh ruf b Vi, K)oy, de — C/ p(of, T)le‘I’h rdo + C)\/ divuz,TdiV\Ilh; dz

-

e / D) : VO, de + (1 Q)2 /Q (@ D<ui,7>):(<ﬂ’5>*lwh,7) da
fouy / 1108+ (102 3 / af ] 11 2 A asto) - (am)
o€l

where
lI’h,‘l’ = (‘Ilh,Tv wh,T)a ”}Ii,r - 772;—1 + Tzﬁ,ﬂ" u];L,T‘E = zf]i,Ted’ jklj;_l - (H + 772;1) / <H T nﬁﬁ) )

It is easy to check that F' is continuous. Indeed, it is a one to one mapping, since the values of o* and
U* can be determined by setting ¢y, » = 1x in (4.37a), and (®;); = 1p,, (®;); = 0 for j # i in (4.37Dh).

Let (gfm, U,’fﬁ) € Qnp x Q and ¢ € [0, 1] such that F(gfm, U,’f’T,C) = (0,0) (in particular Qﬁi > (). Then
for any (¢pr ®hr = (¥nr,UYnr)) € Qn x Q

k k—1 k—1 7k—1
[ o X7,
[ e PR S e [PV e de = 0 (1.383)
Q, Qr

k Zk—l

z
Wy, dz + / uwhﬁ dr
b)) T

/ of Mr[uf ] — (oh Tr[wy ') o Xp ' 7!
Q.

T
/AnhTAwh’rdr_/ QhTfk ‘I,hﬂ'dl‘—i_/gﬁwhﬂ'dr
Qr by

+¢ / divi® (oj 7[af ], v ) - Wy - da — ¢ / p(of ) divi, - dz + CA / divuj div¥, - dz
Q- Q-

.

2 / D<u£,T> VW da+ (1 )2 / . ((J’é)TDm’;;,T)) : ((Jé)TWh,T) da

Qr Jo
=) =) S ) T
Taking ¢p, - = 1 as a test function in (4.38a) we obtain
k k k—1
HQ’” LL @) /Q’; Ohor OF /ﬂ’;l o 42 >0 (4.99)

which indicates the boundedness of gﬁ - in the L' norm, and thus in all norms as the problem is of finite

dimension. Following the same argument as Lemma 3.5 we know that QI;’;’ > 0 provided gk 1'>o.
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Taking @, = (uf _, 2¥ ) as the test function in (4.38b) and follow the proof of Theorem (3.7) gives

k
Zh,T

k
H Uh,T

= HVUI;’;,T

<y (440)

L2(Q ) + H L2(%)

where C] depends on the data of the problem.
Further, let K € 7;[“ be such that g’}( is the smallest, i.e., g’lf( < g’z for all L € 771’“ We denote
K'= A Yo (AF )7Y(K). Then a straightforward computation gives

k k=1 g1
ok | K| — o |K| . k
R A A L DR A GV DI UL
K oes(K) PEEK)
k
> Y lolofe (uf-m) + Y lol(ek — ol (uf- )
c€e€(K) ceé(K)
= —|Klof(divaf )i = > ol |of ] (uf,-n)
cel(K)
> —|K|oh (divuf g > —|K|o%|(divuf ).
= 0K hr)K Z oK hr) K
Thus 1
K ,
o> o> 2 2K >0

|K| 1+ 7'{|(d1vufw)K]

Consequently, by virtue of (4.40)
o, >
where € depends only on the data of the problem.
Further, we get from (4.39) that
k f Q10 fL,_Tl d

Chr = Min e K|’

which indicates the existence of Cy > 0 such that
s < Cs.

Therefore, the Hypothesis 1 of Theorem 4.14 is satisfied.
Next, we proceed to show that the Hypothesis 2 of Theorem 4.14 is satisfied. Let ( = 0 then the system
F(Q',fm, U,{fj) = 0 reads

o, =on o X T (4.41a)
k pfuk ] - I+ [u oinljkfl Sk k-l
/ Oh.r T[ h,‘r] (th T[ hq— ]) k k ‘I’]—H—dl’—f—/ h,T h,T wh,r dr
Q. T . -
1 1
T . ENT 1 ‘
+2M/ jo <(Jo) D(uj )) : ((Jo) V‘Ilh,T) dz +2p Z /0 N [{uh,Tﬂ (%] ]jok(JIOC)—TA\dS(x)

- / (aAnﬁ,TAwh,T+,3V77§’TV¢;M> dr — / o Wy da+ / gEip - dr = 0. (4.41D)
% Qr )

To solve the above system (4.41), we further reformulate it on the reference domain according to (2.11)

G (1.42a)
N (O e &, -7
|aa=T By it [ o

+2N/Duh7' V‘I’thx+2/~LZ/ uhT ‘IlhT]] dS( )

oc€&y
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b [ (s A+ 69 Vo) dr - [ B Bogl A e+ [ g de =0, (d42b)
> Q >

where jok_l = 1—1—772;1 JH and JF = 1—|—nﬁﬁ /H. Realizing that (4.41Db) is a linear system with a matrix being

block-wise symmetric positive definite, we know that there exists exactly one solution ﬁ,’fT = (ﬁﬁ . z}’f o)

Then using the fact 77,’27T = nﬁ;l + Tz,lfﬁ we get 77,’277 and AZT. Further, it is straightforward that uZT =

ﬁzﬁ o Aﬁj(ﬁ). Finally, substituting 77,’;7 into (4.41a) we obtain the solution for Qfm. Obviously, Qfm >0 as
long as no self touching. Thus the solution (gﬁﬁ, U ,’fT) belongs to V.

We have shown that both Hypothesis of Theorem 4.14 hold. Applying Theorem 4.14 finishes the proof.

O

Conclusion

We have studied the fluid—structure interaction problem involving compressible viscous fluids. We have
firstly proposed an energy stable time discretization scheme (3.1), see Theorem 3.7. Moreover, we have
shown that the numerical solutions satisfy the renormalized equation and they are consistent with respect
to the weak solutions, see Lemma 3.4 and Theorem 3.12, respectively. Further, we have developed a fully
discretized mixed finite volume—finite element method (4.12). We have shown that the numerical solutions
of (4.12) satisfy the renormalized equations (see Lemma 4.4) and they are consistent to the weak solutions
as well (see Theorem 4.13). Finally, we have proven the existence of a numerical solution to the scheme
(4.12) in Theorem 4.15 as well as the positivity of density.
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