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Abstract

We prove that (additive) ordered group reducts of nonstandard models of the bounded

arithmetical theory VTC0 are recursively saturated in a rich language with predicates ex-

pressing the integers, rationals, and logarithmically bounded numbers. Combined with our

previous results on the construction of the real exponential function on completions of mod-

els of VTC0, we show that every countable model of VTC0 is an exponential integer part of

a real-closed exponential field.
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1 Introduction

A classical result of Shepherdson [24] characterizes models of the arithmetical theory IOpen as

integer parts (IP) of real-closed fields. Conversely, every real-closed field has an integer part

by Mourgues and Ressayre [19]. Ressayre [22] introduced an analogous notion for exponential

fields, namely exponential integer parts of real-closed exponential fields (RCEF; the definition

includes the growth axiom exp(x) > x). He proved that every RCEF has such an exponential

IP. Here we are interested in the converse problem:

Question 1.1 What ordered rings are exponential IP of real-closed exponential fields?

It is not surprising that every model of I∆0 + EXP is an exponential IP of a RCEF, though

surprisingly, this does not seem to be well established in the literature: the results we are aware

of are that every model of I∆0 + EXP is an exponential IP of a real-closed field admitting

so-called left exponential by Carl, D’Aquino, and Kuhlmann [4], and every model of PA is an

exponential IP of a RCEF by Krapp [17]; see also Carl and Krapp [5]. In any case, we prove

that every model of I∆0 + EXP is an exponential IP of a RCEF below (Corollary 3.2).

However, our main interest in this paper are models of weak theories of arithmetic where

integer exponentiation is not total. The definition of exponential IP does not require the field

exponential to extend the usual integer exponential function as considered in theories of arith-

metic, yet we might wonder whether its growth and algebraic properties perhaps force the
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totality of integer exponentiation nonetheless, or at least, whether they imply some nontrivial

first-order consequences of I∆0 + EXP. We essentially give a negative answer to both questions:

the first-order consequences of being an exponential IP of a RCEF are contained in VTC0—a

weak subtheory of bounded arithmetic—and more specifically, every countable model of VTC0

is an exponential IP of a RCEF (Theorem 6.4).

Uniform TC0 is a small computational complexity class below logarithmic space and poly-

nomial time. It can be thought of as the complexity of basic arithmetic operations: integer

(and rational) +, −, ·, /, and < are TC0-computable, with · and / being TC0-complete under a

suitable notion of reduction. VTC0 is the basic theory of TC0-computable functions, similar to

how PRA is the basic theory of primitive recursive functions. VTC0 as introduced by Nguyen

and Cook [20] is a two-sorted theory of bounded arithmetic in the style of Zambella [27], but for

the purposes of this paper it can be identified with the one-sorted theory ∆b
1-CR of Johannsen

and Pollett [16], which is a weak fragment of I∆0+Ω1. Any model M of VTC0 or ∆b
1-CR induces

a discretely ordered ring ZM (the “integers” of M), the fraction field QM of ZM (the “rationals”

of M), and the completion RM of QM (the “reals” of M).

Most of the hard work was done in Jeřábek [14], where it is shown that for any model

M � VTC0, the field of reals RM (which is real-closed by [12, 13]) carries a well-behaved

analogue of the real exponential function. However, if M 2 EXP, this exponential is not total:

it is only defined on RM
L , the logarithmically bounded reals. We overcome this problem by

proving, for countable M, that 〈RM,ZM,+, <〉 and 〈RM
L ,Z

M
L ,+, <〉 are isomorphic, and one

can choose the isomorphism such that the resulting exponential on RM satisfies the growth

axiom exp(x) > x.

The main part of our argument is to show that for any nonstandard M � VTC0, the structure

〈QM,ZM,QM
L ,+, <〉 is recursively saturated (Theorem 6.1), which is a result of independent

interest. This is a continuation of a line of research showing that tame structures interpretable

in nonstandard models of sufficiently strong arithmetic are recursively saturated: in particular,

the additive reduct (corresponding to our 〈ZM,+, <〉) of a nonstandard M � IE1 is recursively

saturated by Wilmers [26], following up on [18, 11, 6]; for structures of another kind, if M is a

nonstandard model of a suitable arithmetic, then any real-closed field with IP M (such as our

〈RM,+, ·〉) is recursively saturated by [9, 15].

The paper is organized as follows. After this Introduction, some preliminary definitions and

notation are summarized in Section 2. Section 3 reviews what follows from the results of [14]

and what is missing. In Section 4, we axiomatize the theory of 〈QM,ZM,QM
L ,+, <〉 (the “theory

of three groups” 3G, Definition 4.1), and prove a quantifier elimination result for this theory

(Theorem 4.4). In Section 5, we characterize recursive saturation of models 〈Q,Z,L,+, <〉 � 3G

in terms of recursive saturation of the 〈Q,Z,+, <〉 reducts (Theorem 5.3). We prove our main

results (Theorems 6.1 and 6.4) in Section 6, and conclude the paper with some open problems

in Section 7.
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2 Preliminaries

In this paper, all groups are assumed to be abelian, and all ordered algebraic structures are

assumed to be totally ordered. In particular, an ordered group is a structure 〈G,+, 0, <〉 such

that 〈G,+, 0〉 is an abelian group, and < is a total order on G such that x ≤ y =⇒ x+z ≤ y+z

for all x, y, z ∈ G. We denote the set of positive elements of G as G>0. A subset X ⊆ G is

convex if [x, y] ⊆ X for all x, y ∈ X such that x ≤ y, where [x, y] denotes the closed interval

{z ∈ G : x ≤ z ≤ y}. If x = y, the interval [x, y] is degenerate. We define also open and

half-open intervals (x, y), [x, y), (x, y] as usual, including unbounded intervals with endpoints

in G ∪ {−∞,+∞} where −∞ < x < +∞ for all x ∈ G.

Any nontrivial ordered group is either dense(ly ordered) or discrete, meaning that G>0 has

a least element (often denoted 1). An integer part (IP) of an ordered group G is a discrete

subgroup Z ⊆ G with a least positive element 1 such that every x ∈ G is within distance 1 from

an element n ∈ Z (i.e., |x− n| ≤ 1, where |x| = max{x,−x}). Then for every x ∈ G, there is a

unique element bxc ∈ Z such that bxc ≤ x < bxc+ 1; we also write {x} = x− bxc.
An ordered ring is a structure 〈R,+, ·, 0, 1, <〉 such that 〈R,+, ·, 0, 1〉 is a commutative ring,

〈R,+, 0, <〉 is an ordered group, and x ≤ y =⇒ xz ≤ yz for all x, y ∈ R and z ∈ R>0. An

ordered ring is discrete if 1 = minR>0. An integer part (IP) of an ordered ring R is a discrete

subring Z ⊆ R which is an IP of its additive group. An ordered field is an ordered ring that is a

field. A real-closed field is an ordered field R with no proper algebraic ordered field extension;

equivalently, every f ∈ R[x] of odd degree has a root in R, and every a ∈ R>0 has a square root

in R; also equivalently, R is elementarily equivalent to 〈R,+, ·, 0, 1, <〉
Shepherdson [24] proved that R is an IP of a real-closed field iff R � IOpen, where IOpen is

the theory of discrete ordered rings augmented with the induction schema

ϕ(0, ~y) ∧ ∀x
(
ϕ(x, ~y)→ ϕ(x+ 1, ~y)

)
→ ∀x ≥ 0 ϕ(x, ~y)

for open (= quantifier-free) formulas ϕ.

An (ordered) exponential field is an ordered field R endowed with an ordered group isomor-

phism exp: 〈R,+, 0, <〉 → 〈R>0, ·, 1, <〉. Following Ressayre [22], a real-closed exponential field

is an exponential field 〈R,+, ·, 0, 1, <, exp〉 which is real-closed and satisfies exp(1) = 2 and1

exp(x) > x for all x ∈ R. An exponential integer part of an exponential field 〈R, exp〉 is an IP

Z ⊆ R such that Z>0 is closed under exp. Ressayre shows that every real-closed exponential

field has an exponential IP (this is further elaborated in [8]).

Every ordered field F has a completion F̂ that can be described in several equivalent ways.

One way using only the basic structure of ordered fields is as follows (cf. [23]). A cut in F

is a pair 〈A,B〉 of sets such that F = A ∪ B, inf{b − a : b ∈ B, a ∈ A} = 0, and A has no

largest element; F is complete if minB exists for every cut 〈A,B〉. The completion of F is a

complete ordered field F̂ such that F is a dense subfield of F̂ (i.e., every non-degenerate interval

1Ressayre actually demands “exp(x) > xn for all x somewhat larger than n”, where n presumably refers to

standard natural numbers. This follows from our formulation, since exp(x) = exp(x/2n)2n > (x/2n)2n ≥ xn as

long as x ≥ (2n)2 (this can be improved). On the other hand, it is easy to see that if exp(x) > x holds for all

x ≥ m ∈ N, then it holds for all x ∈ R, thus our axiom is equivalent to Ressayre’s formulation.
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of F̂ intersects F ). The completion of F is unique up to F -isomorphism; it can be explicitly

constructed by endowing the set of all cuts of F with suitable structure.

We will most often use a topological description of F̂ (see [25]). The interval topology makes

F a topological field, and therefore a uniform space2 with a fundamental system of entourages

U = {Uε : ε ∈ F>0}, where Uε = {〈x, y〉 ∈ F 2 : |x − y| ≤ ε}. F is complete as a uniform space

if every Cauchy net in F converges. The completion of F is a complete uniform space F̂ such

that F is a (topologically) dense subspace of F̂ ; it is again unique up to F -isomorphism. The

key property of F̂ is that every uniformly continuous function from F to a complete uniform

space S extends uniquely to a uniformly continuous function F̂ → S. The ring operations on F

extend to continuous operations on F̂ that make it a topological ring. For ordered fields F , the

completion F̂ is in fact an ordered field, and coincides with the order-theoretic completion of F

as above.

TC0 was originally introduced by Hajnal et al. [10] as a non-uniform complexity class,

but following more recent usage, we define it as the class of languages L ⊆ {0, 1}∗ recog-

nizable by a DLOGTIME-uniform family of polynomial-size constant-depth circuits using ¬
and unbounded fan-in ∧, ∨, and Majority gates; equivalently, it consists of languages com-

putable by O(log n)-time threshold Turing machines with O(1) thresholds, or by constant-

time TRAM with polynomially many processors [21]. In terms of descriptive complexity,

a language is in TC0 iff the corresponding class of finite structures is definable in FOM,

first-order logic with majority quantifiers [1]. A function F : ({0, 1}∗)n → {0, 1}∗ is a TC0

function if |F (X1, . . . , Xn)| ≤ p
(
|X1|, . . . , |Xn|

)
for some polynomial p, and the bit-graph{

〈 ~X, i〉 : bit
(
F ( ~X), i

)
= 1

}
is a TC0 predicate. We also consider TC0 predicates and func-

tions where the output or some of the inputs are natural numbers given in unary rather than

binary strings; see [7, §IV.3] for details.

We now briefly summarize the definition of VTC0 and its relevant properties, but we refer

the reader to [7] (as well as [14, §2]) for more details. VTC0 is a theory in a two-sorted first-order

language with equality. The first sort is for natural numbers (called small or unary numbers),

and the second sort for finite sets of small numbers, which can also be interpreted as binary

strings, or as large or binary numbers. The second sort is the one we are interested in; the

first sort should be thought of as auxiliary, used for indexing bits of binary numbers. The

language of VTC0 includes the elementhood predicate ∈, the usual arithmetical functions and

predicates +, ·, 0, 1, and < on the first sort, and the | | function whose intended meaning is

|X| = sup{x + 1 : x ∈ X}. The axioms of VTC0 include several basic axioms governing the

symbols of the language, the comprehension axiom

∃X ≤ x ∀u < x
(
u ∈ X ↔ ϕ(u)

)
(ϕ-COMP)

for ΣB
0 formulas ϕ, and an axiom asserting that for any set X, there is a set coding the count-

ing function F (i) = card(X ∩ {0, . . . , i − 1}) for i ≤ |X|. Here, the second-order bounded

quantifier ∃X ≤ x . . . is defined as ∃X (|X| ≤ x∧ . . . ), and similarly for ∀X ≤ x . . . ; a ΣB
0 for-

mula has bounded first-order quantifiers and no second-order quantifiers, and more generally,

2We require all uniform spaces and topological groups to be Hausdorff.
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a ΣB
i formula consists of i alternating blocks of second-order bounded quantifiers followed by a

ΣB
0 formula, with the first block being existential.

All TC0 functions have provably total ΣB
1 definitions in VTC0, and VTC0 proves compre-

hension (and therefore induction over small numbers) for ΣB
0 formulas in a language expanded

with these definable functions, which we will call TC0 formulas for short.

VTC0 can define (as TC0 functions) +, −, ·, and < on binary numbers, and proves their

basic properties. (It can also do division with remainder by [13].) If M � VTC0, we denote by

〈NM,+, ·, 0, 1, <〉 the second sort of M interpreted as a set of binary natural numbers along

with its arithmetic structure, and extend it with negative numbers to form 〈ZM,+, ·, 0, 1, <〉 (the

integers of M); this is a discretely ordered ring, and in fact, a model of IOpen by [12, 13]. We

define 〈QM,+, ·, 0, 1, <〉 (the rationals of M) as the fraction field of ZM, and 〈RM,+, ·, 0, 1, <〉
(the reals of M) as the completion of QM, which is a real-closed field by [12, 13].

The unary number sort of M embeds (via a TC0 function) into NM as an initial segment

of logarithmic numbers, which we denote LM. We define the logarithmically bounded reals,

rationals, and integers by RM
L = {z ∈ RM : ∃n ∈ LM |z| ≤ n}, QM

L = QM ∩ RM
L , and

ZM
L = ZM ∩ RM

L . If n is a unary natural number, 2n is represented as a binary number

by the set {n}. Thus, we can define a TC0 function 2n : LM → NM satisfying 21 = 2 and

2n+m = 2n2m. (Much more generally, VTC0 has a well-behaved definition of products
∏
i<nXi

of coded sequences of binary numbers by [13].)

Let EXP denote the axiom of totality of integer exponentiation; in the context of VTC0, it

can be simply expressed as L = N. VTC0 + EXP is essentially identical to the common theory

I∆0 + EXP: if M � VTC0 + EXP, the embedding of the unary sort in the binary sort becomes

an isomorphism w.r.t. 〈+, ·, 0, 1, <〉, and NM � I∆0 + EXP. Conversely, a model of I∆0 + EXP

expands to a model of VTC0 + EXP with two identical sorts and elementhood predicate defined

by x ∈ X iff bX/2xc is odd.

Earlier, Johannsen and Pollett [16] defined a theory ∆b
1-CR in the usual one-sorted language

of arithmetic (expanded with a few functions symbols following Buss [3], but these can be in

principle eliminated as they are definable in the 〈+, ·, 0, 1, <〉 language). This theory is bi-

interpretable with VTC0 such that the second sort of VTC0 becomes the universe of ∆b
1-CR,

hence models of ∆b
1-CR are exactly the structures NM for M � VTC0. Thus, we could have

formulated everything more directly in terms of models of ∆b
1-CR; nevertheless, we use VTC0

as it became a de facto standard theory corresponding to TC0.

Recursive saturation was introduced by Barwise and Schlipf [2]. Let M = 〈M, . . . 〉 be a

structure in a finite language L. If ~a ∈ M and Γ(x, ~y) is a recursive set of L-formulas, then

Γ(x,~a) is a recursive type of M, which is finitely satisfiable if M � ∃x
∧
ϕ∈Γ′ ϕ(x,~a) for each

finite Γ′ ⊆ Γ, and realized by c ∈ M if M � Γ(c,~a). Then M is recursively saturated if every

finitely satisfiable recursive type of M is realized in M. By Craig’s trick, this definition does

not change if we consider recursively enumerable types or TC0 types in place of recursive types.

Two structures A and B are jointly recursively saturated if a structure 〈A,B〉 encompassing

both in a suitable way is recursively saturated. The uniqueness theorem states that elemen-

tarily equivalent countable jointly recursively saturated structures are isomorphic. We will not

work with 〈A,B〉 as such, but in view of the fact that recursive saturation is preserved by
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interpretation, we can rephrase the uniqueness theorem as follows:

Theorem 2.1 (Barwise and Schlipf [2]) Let A and B be elementarily equivalent countable

structures interpretable in a recursively saturated structure M. Then A ' B. �

3 Real exponential in models of VTC0

Let M be a model of VTC0. How can we show that M (more precisely, the discretely ordered

ring ZM) is an exponential integer part of a real-closed exponential field? Our starting points

are the result of [12, 13] that RM is a real-closed field with integer part ZM, and the construction

of a natural exponential function on RM in [14]. Stated for base-2 exponentiation, the relevant

properties of the latter can be summarized as follows:

Theorem 3.1 (Jeřábek [14]) For any model M � VTC0, the usual function 2n : LM → NM

extends to an ordered group isomorphism 2x : 〈RM
L ,+, 0, <〉 → 〈RM

>0, ·, 1, <〉. �

This almost shows that RM is a real-closed exponential field, and ZM is its exponential

IP, were it not for the pesky L in the domain of 2x. Which is, of course, essential: if integer

exponentiation is not total, we can only expect a reasonably well-behaved real exponential

function to be defined on logarithmically small numbers, and even if we manage to find a wild

exponential defined on all of RM, there is no way it could be compatible with the usual integer

2n function. Let us state for the record that we are done if integer exponentiation is total,

though (recall that VTC0 + EXP = I∆0 + EXP):

Corollary 3.2 Any model M � I∆0 + EXP is an exponential IP of a real-closed exponential

field 〈RM,+, ·, 0, 1, <, 2x〉. �

But Theorem 3.1 makes significant progress even if M 2 EXP:

Corollary 3.3 Let M � VTC0, and assume there exists an isomorphism

f : 〈RM,ZM,+, 0, 1, <〉 → 〈RM
L ,Z

M
L ,+, 0, 1, <〉

such that 2f(x) > x for all x ∈ RM
>0. Then exp(x) = 2f(x) makes RM a real-closed exponential

field with exponential IP ZM. �

Our basic idea is to construct such an isomorphism f using Theorem 2.1. With any luck,

〈RM,ZM,+, 0, 1, <〉 and 〈RM
L ,Z

M
L ,+, 0, 1, <〉 will be elementarily equivalent. However, these

structures are uncountable even if M itself is countable, hence we cannot directly apply The-

orem 2.1 to them; moreover, they are not interpretable in M, which leads to difficulties when

trying to establish they are jointly recursively saturated.

One way to get around these problems is to use the fact that any isomorphism of ordered

groups extends to an isomorphism of their completions, thus it is enough to construct an iso-

morphism f : 〈QM,ZM,+, 0, 1, <〉 → 〈QM
L ,Z

M
L ,+, 0, 1, <〉. Then the original strategy essen-

tially works: using a quantifier elimination result, we can prove that 〈QM,ZM,+, 0, 1, <〉 and
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〈QM
L ,Z

M
L ,+, 0, 1, <〉 are elementarily equivalent, and 〈QM,ZM,QM

L ,+, 0, 1, <〉 is recursively

saturated. If M is countable, this implies that 〈QM,ZM,+, 0, 1, <〉 and 〈QM
L ,Z

M
L ,+, 0, 1, <〉

are isomorphic. This argument per se does not ensure the growth condition 2f(x) > x, which

requires yet more work.

An even easier route is to use the following observation:

Lemma 3.4 If M � VTC0, any isomorphism f : 〈ZM,+, 0, 1, <〉 → 〈ZM
L ,+, 0, 1, <〉 extends to

an isomorphism f : 〈RM,ZM,+, 0, 1, <〉 → 〈RM
L ,Z

M
L ,+, 0, 1, <〉.

Proof: Define f(x) = f
(
bxc
)

+ {x}. It is clear that f is an order-preserving bijection, thus we

only need to check that it is a group homomorphism. Given x, y ∈ RM, either {x}+{y} ∈ [0, 1)

or {x}+ {y} ∈ [1, 2). In the latter case, {x+ y} = {x}+ {y} − 1 and bx+ yc = bxc+ byc+ 1,

thus

f(x+ y) = f
(
bxc+ byc+ 1

)
+ {x}+ {y} − 1

= f
(
bxc
)

+ f
(
byc
)

+ f(1) + {x}+ {y} − 1 = f(x) + f(y)

as f(1) = 1. In the former case, bx+ yc = bxc+ byc and {x+ y} = {x}+ {y}, thus f(x+ y) =

f(x) + f(y) by a similar (easier) argument. �

Consequently, we could make do with recursive saturation of just 〈ZM,ZM
L ,+, 0, 1, <〉. How-

ever, we consider the recursive saturation result to be of independent interest in its own right,

and therefore proceed to prove it in full generality for 〈QM,ZM,QM
L ,+, 0, 1, <〉 as suggested

above.

4 The theory of three groups

Our first task is to axiomatize the theory of 〈QM,ZM,QM
L ,+, 0, 1, <〉 and show that it enjoys

quantifier elimination down to a convenient class of formulas.

Definition 4.1 The theory of three groups (denoted 3G) is a first-order theory in the language

L3G = 〈Z,L,+, 0, 1, <〉, where Z and L are unary predicates. We will often treat Z and L as

sets, writing x ∈ Z for Z(x), and using it as quantifier bounds such as ∃x ∈ Z . . . ; we will also

denote the whole universe as Q. The axioms of 3G are:

(i) 〈Q,+, 0, <〉 is a divisible ordered group.

(ii) Z is an integer part of Q with a least positive element 1.

(iii) L is a convex subgroup of Q containing 1.

Notice that the axioms imply that Z is a Z-group. We define qx for q ∈ Q and x ∈ Q as usual

(being a torsion-free divisible group, Q carries a definable structure of a Q-linear space), and

write q1 as just q; we also write x ≡ y (mod m) for x− y ∈ mZ, where m ∈ N>0.

Example 4.2 For any M � VTC0, 〈QM,ZM,QM
L ,+, 0, 1, <〉 and 〈RM,ZM,RM

L ,+, 0, 1, <〉 are

models of 3G.
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Notice that 3G is incomplete, as it does not decide the sentence Q = L (i.e., ∀xL(x)).

Definition 4.3 A special formula is a Boolean combination of formulas of the form∑
i ni{xi} ≥ n, (1)∑
i nibxic ≥ n, (2)

bxic ≡ k (mod m), (3)∑
i nixi ∈ L, (4)

Q = L, (5)

where ni, n, k,m ∈ Z, 0 ≤ k < m.

Theorem 4.4 In 3G, every formula is equivalent to a special formula.

Proof: First, any formula is equivalent to one where the only atomic formulas are of the form

x+ y = z, x ≥ 0, x = 1, Z(x), or L(x) for some variables x, y, z. These are easy to express by

special formulas: e.g., x+ y = z is equivalent to(
{x}+ {y} = {z} ∧ bxc+ byc = bzc

)
∨
(
{x}+ {y} = {z}+ 1 ∧ bxc+ byc = bzc − 1

)
,

which can be further rewritten in terms of inequalities. Thus, it suffices to show that special

formulas are closed under existential quantification up to equivalence.

Let us consider a formula ϕ(~x) = ∃x θ(x, x0, . . . , xt−1), where θ is special. Using standard

manipulations (replacing negated inequalities and congruences, writing θ in DNF, commuting

∨ with ∃, moving out conjuncts without x), we may assume θ(x, ~x) =
∧
j θj(x, ~x), where each

θj has the form

n{x} = `({~x}), (6)

n{x} > `({~x}), (7)

nbxc ≥ `(b~xc), (8)

bxc ≡ k (mod m), (9)

nx− `(~x) ∈ L. (10)

Here, n ∈ Zr{0}, 0 ≤ k < m, `(~x) =
∑

i<t nixi+r with ni, r ∈ Z, {~x} denotes {x0}, . . . , {xt−1},
and similarly for b~xc. (Since u > v ⇐⇒ u ≥ v+ 1 for u, v ∈ Z, we do not need a version of (8)

with strict inequality.) Notice that (10) is equivalent to

nbxc − `(b~xc) ∈ L,

thus we can write θ in the form θ′({x}, {~x})∧θ′′(bxc, b~xc). For every u ∈ Z and v ∈ [0, 1), there

is x such that {x} = u and bxc = v, namely x = u+ v; it follows that ∃x θ(x, ~x) is equivalent to

∃x ∈ [0, 1) θ′(x, {~x}) ∧ ∃x ∈ Z θ′′(x, b~xc),
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where θ′ is a conjunction of formulas of the form (6) and (7), and θ′′ is a conjunction of formulas

of the form (8), (9), and (10). The first part can be further rewritten as

θ′(0, {~x}) ∨ ∃x
(
x > 0 ∧ x < 1 ∧ θ′(x, {~x})

)
;

the first disjunct is a special formula, hence we may ignore it, and then we may just assume

that θ′ includes x > 0 and x < 1 among the inequalities (7). If θ′ includes any equality (6), then

∃x θ′(x, {~x}) is equivalent to θ′
(

1
n`({~x}), {~x}

)
, which is a conjunction of linear3 equations and

inequalities in {~x} with rational coefficients; multiplying each (in)equality by |n|, we obtain a

special formula. Otherwise, θ′ consists only of strict inequalities (7). Dividing each inequality

by the coefficient of x, we can write θ′ as∧
i∈I+

x < `i({~x}) ∧
∧
i∈I−

x > `i({~x}),

where `i are linear functions with rational coefficients. Then ∃x θ′(x, {~x}) is equivalent to∧
i+∈I+

∧
i−∈I−

`i+({~x}) > `i−({~x}),

which can be written as a special formula.

It remains to deal with ∃x ∈ Z θ′′(x, b~xc). In order to simplify the notation, we will assume

~x are given as elements of Z so that we can henceforth drop the b. . . c signs. Multiplying the

inequalities (8) and the expressions in (10) by suitable constants, we can ensure that they all

use the same n up to sign. Replacing also x ≡ k (mod m) with nx ≡ nk (mod nm), we can

then write θ′′(x, ~x) so that x occurs everywhere with a multiplier ±n. Using

∃x ∈ Z ψ(nx, ~x) ⇐⇒ ∃x ∈ Z
(
ψ(x, ~x) ∧ x ≡ 0 (mod n)

)
,

we reduce the problem to the case n = 1.

Moreover, we can combine the congruences (9) using the Chinese remainder theorem: the

conjunction of x ≡ k0 (mod m0) and x ≡ k1 (mod m1) is equivalent either to ⊥, if k0 6≡ k1

(mod gcd(m0,m1)), or to x ≡ k (mod m), where m = lcm(m0,m1) and k ≡ ki (mod mi).

Thus, we can write θ′′ as

x ≡ k (mod m) ∧
∧
i∈I+

x ≤ `i(~x) ∧
∧
i∈I−

x ≥ `i(~x) ∧
∧
i∈J+

x− `i(~x) ∈ L ∧
∧
i∈J−

x− `i(~x) /∈ L,

where `i are linear functions with integer coefficients. We may also assume I+ ∪ I− = J+ ∪ J−:

if, say, i ∈ J+ ∪ J− r (I+ ∪ I−), we have

∃x ∈ Z θ′′(x, ~x) ⇐⇒ ∃x ∈ Z
(
θ′′(x, ~x) ∧ x ≥ `i(~x)

)
∨ ∃x ∈ Z

(
θ′′(x, ~x) ∧ x ≤ `i(~x)

)
,

and likewise for i ∈ I+ ∪ I− r (J+ ∪ J−).

Assume first J+ = ∅, thus J− = I+ ∪ I−. We claim that ∃x ∈ Z θ′′(x, ~x) is equivalent to∧
i+∈I+

∧
i−∈I−

(
`i+(~x) ≥ `i−(~x) ∧ `i+(~x)− `i−(~x) /∈ L

)
, (11)

3We allow linear functions, equations, and inequalities to be inhomogeneous, i.e., of the form
∑

i qixi + q.
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which can be written as a special formula. It is easy to see that ∃x ∈ Z θ′′(x, ~x) implies (11). For

the converse, (11) expresses that if `− = max{`i(~x) : i ∈ I−} and `+ = min{`i(~x) : i ∈ I+}, then

`+ > `− and `+ − `− /∈ L. Splitting the interval [`−, `+] in thirds, we can find `− < u < v < `+

such that u − `−, v − u, and `+ − v are still outside L; in particular, v − u is infinite, hence

there is u < x < v such that x ≡ k (mod m). Then for each i ∈ I+ ∪ I−, x− `i(~x) /∈ L and has

the right sign, thus θ′′(x, ~x).

This discussion tacitly assumed I+, I− 6= ∅. If I+ = I− = ∅, ∃x ∈ Z θ′′(x, ~x) is always true,

as is (11) (vacuously). However, if I+ = ∅ 6= I−, we need to assume Q 6= L to find u > `− such

that u− `− /∈ L; on the other hand, ∃x ∈ Z θ′′(x, ~x) clearly implies Q 6= L as J− 6= ∅. Thus, if

I+ = ∅ 6= I− or I+ 6= ∅ = I−, then ∃x ∈ Z θ′′(x, ~x) is equivalent to the special formula Q 6= L

rather than to (11).

Finally, assume J+ 6= ∅. Substituting x + `i(~x) for x if necessary (which does not change

the truth value of ∃x ∈ Z θ′′(x, ~x)), we may assume θ′′ includes a conjunct x ∈ L. But on

condition of x ∈ L, we can dispense with the remaining conjuncts involving L, as x− `i(~x) ∈ L
iff `i(~x) ∈ L, which can be moved outside the scope of the ∃x quantifier. Thus, θ′′ simplifies to

x ∈ L ∧ x ≡ k (mod m) ∧
∧
i∈I+

x ≤ `i(~x) ∧
∧
i∈I−

x ≥ `i(~x).

We claim that ∃x ∈ Z θ′′(x, ~x) is equivalent to∧
i∈I+

(
`i(~x) ≥ 0 ∨ `i(~x) ∈ L

)
∧
∧
i∈I−

(
`i(~x) ≤ 0 ∨ `i(~x) ∈ L

)
∧
∧

i+∈I+

∧
i−∈I−

∃x ∈ Z
(
`i−(~x) ≤ x ≤ `i+(~x) ∧ x ≡ k (mod m)

)
.

If this formula holds, let `− and `+ be as above (assuming I+, I− 6= ∅). The first two conjuncts

ensure that [`−, `+] intersects L. If the convex set [`−, `+]∩L has length at least m, it contains

an x ≡ k (mod m), which witnesses θ′′(x, ~x). Otherwise we must have `−, `+ ∈ L, and the third

conjunct ensures there is x ∈ [`−, `+] such that x ≡ k (mod m), which then belongs to L as

well. It is easy to see that the equivalence holds even if I+ or I− is empty.

Each of the formulas ∃x ∈ Z
(
`i−(~x) ≤ x ≤ `i+(~x) ∧ x ≡ k (mod m)

)
is equivalent to∨

0≤~a,a<m
`i+ (~a)≡a+k (mod m)

(∧
j<t

xj ≡ aj (mod m) ∧ `i−(~x) ≤ `i+(~x)− a
)
,

as the reader can check. �

Corollary 4.5 The only completions of 3G are 3G +Q = L and 3G +Q 6= L. �

Definition 4.6 Let 2G denote the theory in the language L2G = 〈Z,+, 0, 1, <〉 axiomatized by

(i) and (ii) from Definition 4.1.

Corollary 4.7 The theory 2G is complete. Any formula is in 2G equivalent to a Boolean

combination of formulas of the form (1), (2), and (3).

Proof: 2G is essentially identical to 3G +Q = L. �
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5 Recursive saturation of models of 3G

Our goal is to show that 3G reducts of nonstandard models M � VTC0 are recursively saturated.

The key ingredient of the proof will be a TC0 truth predicate for (a subset of) special formulas;

this idea works nicely for L2G-formulas of the form (1)–(3), but fails miserably for formulas of

the form (4), as LM is not definable in M by any bounded formula (unless M � EXP). To get

around this problem, we give in this section a description of recursive saturation of models of

3G that separates the roles of L2G and L.

Definition 5.1 If 〈P,≤〉 is a poset and X ⊆ P , we define X↑ = {u ∈ P : X ≤ u}, where

as usual, X ≤ u means ∀x (x ∈ X → x ≤ u). A subset Y ⊆ X is (upwards) cofinal in X if

∀x ∈ X ∃y ∈ Y x ≤ y, and it is downwards cofinal in X if ∀x ∈ X ∃y ∈ Y y ≤ x. If Y ⊆ P is

downwards cofinal in X↑, we also say that Y is cofinal above X.

Let G be a divisible ordered group, hence a Q-linear space. We write Sa = {qa : q ∈ S} for

any a ∈ G and S ⊆ Q such as S = N or S = N−1, the latter abbreviating {n−1 : n ∈ N>0}. If

X ⊆ G, let 〈X〉Q denote the Q-linear span of X.

Observe that if 〈Q,Z,L,+, 0, 1, <〉 is a recursively saturated model of 3G +Q 6= L, then no

set of the form Na is cofinal in L as Γ(x) = {x > na : n ∈ N} is a recursive type, and likewise,

no set of the form N−1a is cofinal above L. We could generalize this observation to finitely

generated subsets in place of Na or N−1a, but this would be equivalent due to the following

lemma.

Lemma 5.2 Let G be a divisible ordered group, finite-dimensional as a Q-linear space, and

C ⊆ G a proper convex subgroup.

(i) There exists a ∈ G such that Na is cofinal in C.

(ii) There exists a ∈ G such that N−1a is cofinal above C.

Proof:

(i): C is a linear subspace of G, thus C = 〈ai : i < r〉Q for some ~a ∈ C. Putting a = maxi|ai|,
Na is cofinal in C, as

∑
i qiai ≤ a

∑
i

⌈
|qi|
⌉

for all ~q ∈ Q.

(ii): There are only finitely many convex subgroups of G, as they form a family of linear

subspaces totally ordered by inclusion. Thus, there exists a minimal convex subgroup C ′ ) C;

then N−1a is cofinal above C for any a ∈ C ′>0 rC, as C ′′ = {x ∈ G : ∀n ∈ N>0 |x| ≤ n−1a} is a

convex subgroup of G such that C ⊆ C ′′ ( C ′. �

We now prove a characterization of recursive saturation of models of 3G. In view of the

discussion above, it shows that obvious necessary conditions are also sufficient.

Theorem 5.3 A model M = 〈Q,Z,L,+, 0, 1, <〉 � 3G is recursively saturated if and only if

(i) M � L2G is recursively saturated, and

(ii) there is no a ∈ Q such that Na is cofinal in L or N−1a is cofinal above L.
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Proof: We have already seen that if M is recursively saturated, it satisfies (i) and (ii). Con-

versely, assume that (i) and (ii) hold, and let Γ(x,~a) be a finitely satisfiable recursive type;

we have to show that Γ(x,~a) is realized in M. We may assume Q 6= L, and ~a ⊆ Z ∪ (0, 1),

which ensures that each baic or {ai} is either ai itself or 0. We also assume ~a includes 1. By

Theorem 4.4, we may assume that Γ consists of special formulas (not involving (5), as this can

be replaced with ⊥); by eliminating formulas (4) in a suitable way, we will construct a finitely

satisfiable recursive L2G-type that implies Γ, and appeal to (i). We distinguish two cases.

Case 1: Γ(x,~a) ∪ {x − α ∈ L} is finitely satisfiable for some α ∈ 〈~a〉Q. Substituting x + α

for x if necessary, we may assume α = 0. By Lemma 5.2, 〈~a〉Q ∩ L has a cofinal subset

of the form Na, hence it is not cofinal in L due to (ii); thus, we may fix b ∈ L such that

〈~a〉Q ∩ L < b. Let Γ′(x,~a, b) be the L2G-type obtained from Γ by replacing each subformula of

the form nx+ `(~a) ∈ L (where ` is a Z-linear function) with |`(~a)| < b. Then Γ(x,~a)∪ {x ∈ L}
is equivalent to Γ′(x,~a, b) ∪ {x ∈ L}, as x ∈ L implies

nx+ `(~a) ∈ L ⇐⇒ `(~a) ∈ L ⇐⇒ |`(~a)| < b.

Put Γ′′(x,~a, b) = Γ′(x,~a, b) ∪ {|x| < b}. Since (−b, b) ⊆ L, any realizer of the L2G-type Γ′′ also

realizes Γ. It remains to show that Γ′′ is finitely satisfiable, whence realized by (i).

Let ϕ be the conjunction of a finite subset of Γ′(x,~a, b); we need to satisfy ϕ by an element

of (−b, b). Since Γ′ ∪ {x ∈ L} is finitely satisfiable, there exists u ∈ L such that M � ϕ(u,~a, b).

Notice that b only occurs in ϕ in subformulas of the form |`(~a)| < b, each of which has a fixed

truth value independent of x, and as such can be eliminated; thus, we may assume that b does

not occur in ϕ, i.e., ϕ is a special L2G-formula in x and ~a. By writing ϕ in DNF and separating

x to one side, u satisfies in M a conjunction of formulas of the form

{x} Q `(~a), bxc Q `(~a), bxc ≡ k (mod m)

that implies ϕ(x,~a), where ` are Q-linear functions and Q ∈ {<,=, >}. That is, there ex-

ist (possibly degenerate) intervals I ⊆ (0, 1) and J with endpoints in 〈~a〉Q ∪ {±∞}, and an

arithmetic progression P ⊆ Z with standard modulus m, such that

u ∈ I + (J ∩ P ) ⊆ {x ∈ Q : M � ϕ(x,~a)}. (12)

Shortening J and/or negating x if necessary, we may assume J = (v, w) with 0 ≤ v < u < w ≤
+∞. Since u ∈ L, we have v ∈ 〈~a〉Q ∩ L, hence v < b. If w ∈ L as well, we have u < w < b and

we are done; otherwise w − v is nonstandard, and v + t ∈ J ∩ P for some 0 < t ≤ m, thus ϕ is

satisfied by v + t+ {u} < b.

Case 2: For all α ∈ 〈~a〉Q, Γ(x,~a) ∪ {x − α ∈ L} is finitely unsatisfiable, i.e., Γ(x,~a) implies

x− α /∈ L; thus, Γ(x,~a)∪ (x /∈ 〈~a〉Q +L) is finitely satisfiable, where (x /∈ 〈~a〉Q +L) is the type{
x− `(~a) /∈ L : ` is a Q-linear function

}
.

Using Lemma 5.2, we can fix b ∈ L↑ such that b < 〈~a〉Q ∩ L↑. Let Γ′(x,~a, b) be obtained from

Γ(x,~a) by replacing each subformula of the form nx + `(~a) ∈ L with ⊥ if n 6= 0, and with
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|`(~a)| < b if n = 0. Notice that Γ(x,~a) ∪ (x /∈ 〈~a〉Q + L) and Γ′(x,~a, b) ∪ (x /∈ 〈~a〉Q + L) are

equivalent. Put

Γ′′(x,~a, b) = Γ′(x,~a, b) ∪
{
|x− `(~a)| > b : ` is a Q-linear function

}
.

Again, the L2G-type Γ′′(x,~a, b) implies Γ(x,~a), hence we only need to show that Γ′′(x,~a, b) is

finitely satisfiable to finish the proof.

Let ϕ be the conjunction of a finite subset of Γ′(x,~a, b), and A a finite subset of 〈~a〉Q; we will

satisfy the formula ϕ(x,~a, b)∧
∧
α∈A|x−α| > b in M. As in Case 1, we may assume that b does

not occur in ϕ by eliminating subformulas that do not depend on x. We may also assume that
1
n`(~a) ∈ A for every subformula nbxc Q `(~a) that occurs in ϕ. Since Γ′(x,~a, b) ∪ (x /∈ 〈~a〉Q + L)

is finitely satisfiable, there exists u ∈ Q such that M � ϕ(u,~a, b) and u − α /∈ L for all

α ∈ A. As above, there exist (possibly degenerate) intervals I ⊆ (0, 1) and J with endpoints in

〈~a〉Q ∪ {±∞}, and an arithmetic progression P ⊆ Z with standard modulus m, such that (12)

holds; moreover, the endpoints of J , if finite, belong to A, thus by possibly shortening J , we

may assume J = (α−, α+), where

α+ = min
{
α ∈ A ∪ {+∞} : α > u

}
,

α− = max
{
α ∈ A ∪ {−∞} : α < u

}
.

Since α+− u, u−α− /∈ L, we see that 1
3(α+−α−) ∈ L↑ ∩ 〈~a〉Q ∪ {+∞}, hence 1

3(α+−α−) > b.

Splitting J in thirds, the middle part contains an element u′ such that bu′c ∈ P and {u′} ∈ I;

then M � ϕ(u′,~a) and α+ − u′, u′ − α− > b, thus |u′ − α| > b for all α ∈ A. �

Given that every L2G-formula is a Boolean combination of formulas of 〈Z,+, 0, 1, <〉 and

formulas of 〈Q,+, 0, 1, <〉 (restricted to [0, 1]), one may wonder whether recursive saturation of

models of 2G can be further characterized in terms of recursive saturation of the 〈Z,+, 0, 1, <〉
and 〈Q,+, 0, 1, <〉 reducts. However, it is not as simple as that. For example, we have a notion

of a “standard system” for either reduct: a set X ⊆ N can be encoded by binary expansion

of an xZ ∈ Z (i.e., n ∈ X iff
∨
a<2n xZ ≡ 2n + a (mod 2n+1)), or by binary expansion of an

xQ ∈ [0, 1) (i.e., n ∈ X iff
∨
a<2n 2a + 1 ≤ 2n+1xQ < 2a + 2). If 〈Q,Z,+, 0, 1, <〉 is recursively

saturated, any coinfinite set represented in Z is represented in (0, 1), and vice versa, so the two

reducts interact in a nontrivial way.

6 3G reducts of models of VTC0

We are now ready to prove our main results.

Theorem 6.1 If M � VTC0 is nonstandard, then 〈QM,ZM,QM
L ,+, 0, 1, <〉 is recursively sat-

urated.

Proof: Let c ∈ LM r N. For each a ∈ QM
L,>0, Na < ca ∈ QM

L , hence Na is not cofinal in QM
L ,

and for each a ∈ QM
>0 rQM

L (if any), QM
L < c−1a < N−1a, hence N−1a is not cofinal above QM

L .

Thus, in view of Theorem 5.3, it suffices to prove that 〈QM,ZM,+, <〉 is recursively saturated.
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Let Γ(x,~a) be a finitely satisfiable recursive type, where ~a ⊆ ZM ∪ (0, 1) is Q-linearly

independent, and one of the ai is 1. We first syntactically simplify the type while keeping it

recursive. By Corollary 4.7, we may assume each ϕ ∈ Γ to be a special L2G-formula; we may

write it in CNF and split the conjunctions to make each formula a disjunction of formulas of

the form (1)–(3) or their negations (with no constant coefficients, and using just ~a in place

of {~x} and b~xc, as each {ai} and baic equals either ai or 0). Negations of (2) or (3) can be

replaced with (disjunctions of) positive formulas of the same type. Formulas (1) and their

negations can be written as disjunctions of strict inequalities and equations. The latter can be

eliminated: if Γ is consistent with {x} = α for some α ∈ 〈~a〉Q, we substitute x+α for x, redo all

the transformations above, and replace {x} everywhere with 0; otherwise, we can replace each

equality n{x}+
∑

i niai = 0, n 6= 0, with ⊥. This leaves only equations
∑

i niai = 0, which can

be also replaced with ⊥ (except when ~n = ~0) due to linear independence.

Thus, we may assume Γ = {ϕt : t ∈ N} where t 7→ ϕt is recursive, and each ϕt is a disjunction

of formulas of the form

n{x} >
∑
i

niai, (13)

nbxc ≥
∑
i

niai, (14)

bxc ≡ k (mod m), (15)

ai ≡ k (mod m), (16)

where n, ni, k,m ∈ Z, 0 ≤ k < m, and in (16), ai ∈ ZM. We will further assume that all

disjuncts (15) and (16) in ϕt use the same modulus m = mt such that mt | ms whenever

t < s: this can be achieved by defining mt as the least common multiple of all moduli used

in ϕ0, . . . , ϕt, and replacing each congruence modulo m | mt by an appropriate disjunction of

congruences modulo mt. Moreover, we make sure mt ≤ t by redefining ϕt as ϕt′ , where t′ ≤ t

is maximal such that mt′ ≤ t.
Finally, we make sure t 7→ ϕt (with t given in unary, and the coefficients in (13)–(16) written

either way) is computable by a TC0 function. Since the function as given so far is recursive, we

can write s = ϕt ⇐⇒ ∃r P (t, s, r), where P is computable in linear time when t, r are given

in binary; we assume s is naturally given as a binary string, which we also interpret as a Gödel

number written in binary. Then given t in unary, we can compute in TC0 the largest t′ ≤ t such

that ∀t′′ ≤ t′ ∃s, r ≤ t P (t′′, s, r) (here we work with t′′, s, r as unary numbers; they have length

O(log n) when converted to binary, hence P (t′′, s, r) can be evaluated in logarithmic time, and

therefore in TC0). Taking the s, r ≤ t such that P (t′, s, r) and converting s to binary, we obtain

the representation of ϕt′ , which we define to be ϕ′t. Thus, t 7→ ϕ′t is TC0-computable, and

since t 7→ t′ is an unbounded nondecreasing function, {ϕ′t : t ∈ N} still has all the properties we

required from {ϕt : t ∈ N} above. Thus, we may simply assume that t 7→ ϕt is TC0-computable.

Let T (ϕ, x,~a) be a TC0 truth predicate for disjunctions of formulas of the form (13)–(16)

(with binary rational inputs x,~a), defined in the obvious way: we evaluate in parallel each

disjunct using addition, multiplication, and division with remainder (to determine {x}, bxc,
and the congruences). We only need that M � ϕ(x,~a)↔ T (ϕ, x,~a) for standard formulas ϕ.
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The final step is to construct a TC0 function S(t,~a) (with t in unary) that computes a

rational x satisfying
∧
s≤t ϕs(x,~a), provided one exists; again, we need it to work for standard t:

∀t ∈ NM �
∧
s≤t

ϕs
(
S(t,~a),~a

)
. (17)

Let us first observe that this will finish the proof: using (17), the TC0 formula

∀s ≤ t T
(
ϕs, S(t,~a),~a

)
holds in M for all t ∈ N, hence it also holds for some nonstandard unary t by overspill (which

follows from TC0-induction). Then u = S(t,~a) satisfies ϕs(u,~a) for all standard s, i.e., it realizes

Γ(x,~a).

We define S(t,~a) so that it works as follows:

• Let V be the set of all rationals of the form 1
n

∑
i niai such that n 6= 0 and (13) occurs in

ϕs for some s ≤ t. Sort (V ∩ (0, 1)) ∪ {0, 1} as {vi : i ≤ p}, 0 = v0 < v1 < · · · < vp = 1.

• Let W consist of each
⌈

1
n

∑
i niai

⌉
(for n > 0) or

⌊
1
n

∑
i niai

⌋
+ 1 (for n < 0) such that

(14) occurs in ϕs for some s ≤ t. Sort W ∪{−∞,+∞} as {wj : j ≤ q}, −∞ = w0 < w1 <

· · · < wq = +∞.

• Determine mt ≤ t.

• Let X =
{
v′i + wj,k : i < p, j < q, k < mt

}
, where wj,k = mtdm−1

t (wj − k)e+ k for j > 0,

w0,k = w1,k − k, and v′i = 1
2(vi + vi+1).

• Output min
{
x ∈ X : ∀s ≤ t T (ϕs, x,~a)

}
, if this set is nonempty.

Notice that wj,k is the least integer x ≥ wj such that x ≡ k (mod mt) (for j > 0), thus if

[wj , wj+1) contains an x ≡ k (mod mt), then wj,k is one such x.

In order to show (17), fix u ∈ QM such that M �
∧
s≤t ϕs(u,~a) and {u} /∈ 〈~a〉Q. Let i < p,

j < q, and k < mt be such that {u} ∈ (vi, vi+1), buc ∈ [wj , wj+1), and buc ≡ k (mod mt).

Then u and v′i + wj,k ∈ X satisfy the same formulas of the form (13)–(16) that occur in ϕs,

s ≤ t, hence M �
∧
s≤t ϕs(v

′
i + wj,k,~a). It follows that the set on the last line of the definition

of S(t,~a) is nonempty, hence S(t,~a) outputs one of its elements, which satisfies
∧
s≤t ϕs(x,~a).

�

Remark 6.2 With some effort, we could generalize Theorem 6.1 to the statement that if

ZM ⊆ G ⊆ RM is a divisible dense subgroup, then 〈G,ZM, GL,+, 0, 1, <〉 is recursively sat-

urated, where GL = G ∩ RM
L . Write ~a ' ~b if ai 7→ bi extends to an isomorphism of ordered

groups 〈~a〉Q and 〈~b〉Q. Using arguments along the lines of Theorem 3.4 and Proposition 4.1

in D’Aquino, Knight, and Starchenko [9], one can show that (1) under these assumptions,

∀~a ∈ G ∀~b ∈ RM ∃~c ∈ G~a,~b ' ~a,~c, and (2) 〈RM,+, <〉 is ω-homogeneous. Then given a recur-

sive type Γ(x,~aZ,~aG) with ~aZ ∈ ZM and ~aG ∈ (0, 1) ∩ G, we find ~aQ ∈ (0, 1) ∩QM such that

1,~aQ ' 1,~aG by applying (1) with QM in place of G, which ensures 〈G,ZM, GL,+, <,~a
Z,~aG〉 ≡
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〈QM,ZM,QM
L ,+, <,~a

Z,~aQ〉, thus Γ(x,~aZ,~aQ) is finitely satisfiable. Fixing its realizer cQ ∈
QM, we use (2) and (1) to find γR ∈ [0, 1) and γG ∈ [0, 1)∩G such that 1,~aQ, {c} ' 1,~aG, γR '
1,~aG, γG, thus 〈G,ZM, GL,+, <,~a

Z,~aG, bcc + γG〉 ≡ 〈QM,ZM,QM
L ,+, <,~a

Z,~aQ, c〉, therefore

bcc+ γG realizes Γ(x,~aZ,~aG). We leave the details to the interested reader.

In any case, this generalization is not needed to prove the following consequence:

Corollary 6.3 If M � VTC0 is countable, then 〈QM,ZM,+, 0, 1, <〉 ' 〈QM
L ,Z

M
L ,+, 0, 1, <〉.

Consequently, 〈RM,ZM,+, 0, 1, <〉 ' 〈RM
L ,Z

M
L ,+, 0, 1, <〉, and RM expands to an exponential

field with exponential IP ZM.

Proof: We may assume M is nonstandard. Then 〈QM,ZM,+, 0, 1, <〉 and 〈QM
L ,Z

M
L ,+, 0, 1, <〉

are elementarily equivalent (being models of the complete theory 2G), and definable in the

countable recursively saturated structure 〈QM,ZM,QM
L ,+, 0, 1, <〉, hence they are isomorphic

by Theorem 2.1. The restriction of any such isomorphism to ZM extends to an isomorphism

f : 〈RM,ZM,+, 0, 1, <〉 → 〈RM
L ,Z

M
L ,+, 0, 1, <〉 by Lemma 3.4. (Alternatively, the original iso-

morphism of the ordered groups QM and QM
L extends to an isomorphism of their completions

RM and RM
L , respectively, and it continues to preserve ZM.) Using Theorem 3.1, exp(x) = 2f(x)

defines an exponential on RM such that exp[NM] ⊆ NM. �

Note that Corollary 6.3 does not yet make RM into a real-closed exponential field (even

though it is real-closed and an exponential field), as the constructed exponential need not

satisfy the growth axiom exp(x) > x. We do not know how to obtain this condition using

an abstract result such as Theorem 2.1, but as we are going to see, it can be arranged by an

adaptation of the usual back-and-forth proof of Theorem 2.1.

Theorem 6.4 If M � VTC0 is countable, there exists an isomorphism f : 〈ZM,+, 0, 1, <〉 →
〈ZM

L ,+, 0, 1, <〉 such that 2f(x) > x for all x ∈ NM. Consequently, RM expands to a real-closed

exponential field with exponential IP ZM.

Proof: It suffices to prove the first part: then f(x) = f
(
bxc
)

+ {x} gives an isomorphism

f : 〈RM,ZM,+, 0, 1, <〉 → 〈RM
L ,Z

M
L ,+, 0, 1, <〉 by Lemma 3.4, and it satisfies 2f(x) ≥ 2f(bxc) ≥

bxc+ 1 > x for x ≥ 0, hence we can apply Corollary 3.3.

Let log : RM
>0 → RM

L denote the inverse of 2x, and L the language of ordered groups; if

~a ∈ ZM and ~b ∈ ZM
L have the same length, we write ~a ≡L ~b for 〈ZM,+, <,~a〉 ≡ 〈ZM

L ,+, <,
~b〉.

Fix enumerations ZM = {un : n ∈ N} and ZM
L = {vn : n ∈ N}. By induction on n, we will

define sequences {an : n ∈ N} ⊆ ZM and {bn : n ∈ N} ⊆ ZM
L with the following properties:

(i) a0 = b0 = 1, a2n+1 = un, and b2n+2 = vn.

(ii) ~a<n ≡L ~b<n, where ~a<n = 〈ai : i < n〉, and similarly for ~b<n.

(iii) For all ~q ∈ Qn,
∑

i<n qiai > 0 =⇒
∑

i<n qibi > log
∑

i<n qiai.

Notice that by Presburger quantifier elimination, (ii) is (in view of a0 = b0 = 1) equivalent to

(ii′)
∑

i<n qiai Q 0 ⇐⇒
∑

i<n qibi Q 0 for all ~q ∈ Qn and Q ∈ {<,=, >}, and ai ≡ bi
(mod m) for all i < n and m ∈ N>0.
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Moreover, (iii) is equivalent to

(iii′) For all ~q ∈ Qn,
∑

i<n qiai > N =⇒
∑

i<n qibi > N log
∑

i<n qiai :

since
∑

i qiai ∈ N−1ZM, either
∑

i qiai ∈ Q is standard, in which case (using (ii))
∑

i qibi =∑
i qiai > log

∑
i qiai holds automatically, or

∑
i qiai > N, in which case (iii) implies∑

i<n

qibi = 2k
∑
i<n

qi
2k
bi > 2k log

∑
i<n

qi
2k
ai = 2k

(
log
∑
i<n

qiai − log 2k
)
> k log

∑
i<n

qiai

for all k ∈ N>0.

As indicated by (i), we put a0 = b0 = 1, which satisfies (i)–(iii) by the discussion above.

Assume that n > 0, and ~a<n and ~b<n have been defined such that (i)–(iii) hold; we will define

an and bn.

If n is odd, we put an = u(n−1)/2. If an =
∑

i<n qiai for some ~q ∈ Qn, we define bn =∑
i<n qibi; then (i)–(iii) follow from the induction hypothesis. If an /∈ 〈~a<n〉Q, we use Lemma 5.2

to find a ∈ 〈~a≤n〉Q such that N−1a is cofinal above
{
z : ∀x ∈ 〈~a≤n〉Q

(
|x| ≤ |z| → x ∈ 〈~a<n〉Q

)}
,

that is,

∀x ∈ 〈~a≤n〉Q r 〈~a<n〉Q ∃k ∈ N k|x| ≥ a. (18)

We may assume a ∈ ZM. Observe a > N. Putting c = blog ac, we claim that the L3G-type

Γ(x) =
{
x ≶

∑
i<n

qibi ↔ a ≶
∑
i<n

qiai : ~q ∈ Qn,≶ ∈ {<,>}
}

∪
{
x ≡ a (mod m) : m ∈ N>0

}
∪ {x > kc : k ∈ N} ∪ {L(x)}

≡
{
x ≶

∑
i<n

qibi : ~q ∈ Qn,≶ ∈ {<,>}, a ≶
∑
i<n

qiai

}
∪
{
x ≡ a (mod m) : m ∈ N>0

}
∪ {x > k log a : k ∈ N} ∪ {x ∈ ZM

L }

is finitely satisfiable. If a finite Γ′ ⊆ Γ involves no linear inequality x <
∑

i qibi, it is satisfied

by any sufficiently large x ∈ ZM
L satisfying the congruences. Otherwise, it is equivalent to

max
{∑
i<n

ribi, k log a
}
< x <

∑
i<n

qibi ∧ x ≡ a (mod m) (19)

for some ~q, ~r ∈ Qn and k,m ∈ N>0 such that
∑

i riai < a <
∑

i qiai. Notice that∑
i<n

qiai −
∑
i<n

riai >
∑
i<n

qiai − a > N :

if not, then using 〈~a≤n〉Q ⊆ N−1ZM we obtain that
∑

i qiai − a ∈ Q, hence a ∈ 〈~a<n, 1〉Q =

〈~a<n〉Q, a contradiction. Thus,
∑

i qibi−
∑

i ribi > N as well, using (ii) of the induction hypoth-

esis. Likewise, the induction hypothesis gives
∑

i qibi > N log
∑

i qiai, thus
∑

i qibi > k log a+N.

It follows that the interval defined by the bounds in (19) has nonstandard length, and as such

contains an element satisfying the congruence.

Using Theorem 6.1, Γ(x) is realized by an element b ∈ ZM
L . Clearly, ~a<n, a ≡L ~b<n, b. We

claim that

α :=
∑
i<n

qiai + qa > N =⇒ β :=
∑
i<n

qibi + qb > N logα (20)
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for all ~q ∈ Qn, q ∈ Q. If q = 0, this follows from the induction hypothesis. If α > Na, we have
1
2

∑
i qiai < α < 2

∑
i qiai, and 2

∑
i qibi > N log

(
2
∑

i qiai
)

by the induction hypothesis, thus

β > 1
2

∑
i qibi > N logα. In the remaining case, (18) shows that 1

ka < α < ka for some k ∈ N,

thus β > 1
k b > N log a by the definition of Γ, and β > N logα.

Since a ∈ 〈~a≤n〉Q r 〈~a<n〉Q, we have an =
∑

i<n qiai + qa for some ~q ∈ Qn, q ∈ Q. Putting

bn =
∑

i qibi + qb, the condition ~a<n, a ≡L ~b<n, b implies that bn ∈ ZM
L and ~a≤n ≡L ~b≤n, and

(20) implies (iii).

Now, let n be even, and put bn = vn/2−1. As in the previous case, we may assume bn /∈
〈~b<n〉Q, and we can fix b ∈ ZM

L,>0 ∩ 〈~b≤n〉Q r 〈~b<n〉Q such that

∀x ∈ 〈~b≤n〉Q r 〈~b<n〉Q ∃k ∈ N k|x| ≥ b.

The same argument as above shows that any realizer a ∈ ZM of the type

Γ(x) =
{
x ≶

∑
i<n

qiai ↔ b ≶
∑
i<n

qibi : ~q ∈ Qn,≶ ∈ {<,>}
}

∪
{
x ≡ b (mod m) : m ∈ N>0

}
∪ {x < 2b/k : k ∈ N}

can be used to construct an ∈ ZM such that (ii) and (iii) hold. The catch is that there is no

obvious way how to define {x < 2b/k : k ∈ N} using only finitely many parameters, hence we

need to replace this part.

Using Lemma 5.2, there is d =
∑

i qibi ∈ ZM
L,>0, ~q ∈ Qn, such that Nd is cofinal in the convex

subgroup C = {x ∈ 〈~b<n〉Q : ∃k ∈ N |x| ≤ kb} of 〈~b<n〉Q. Put c =
∑

i qiai. Since b ≥ 1
kd for

some k ∈ N, and d > N log c by the induction hypothesis, we have N−1b > 2 log c, thus Γ(x) is

implied by the type

Γ′(x) =
{
x ≶

∑
i<n

qiai ↔ b ≶
∑
i<n

qibi : ~q ∈ Qn,≶ ∈ {<,>}
}

∪
{
x ≡ b (mod m) : m ∈ N>0

}
∪ {x < c2}.

It remains to verify that Γ′(x) is finitely satisfiable. As before, this amounts to showing that if∑
i qibi < b <

∑
i ribi and m ∈ N>0, there exists x ∈ ZM such that∑

i<n

qiai < x < min
{∑
i<n

riai, c
2
}
∧ x ≡ b (mod m),

which in turn holds if the difference between the two bounds is nonstandard. Also, b /∈ 〈~b<n〉Q
again implies that

∑
i ribi −

∑
i qibi > N and

∑
i riai −

∑
i qiai > N. Finally, the cofinality of

Nd in C ensures that
∑

i qibi ≤ kd for some k ∈ N, thus
∑

i qiai ≤ kc < c2. �

As we indicated in Section 3, the proof of Theorem 6.4 only used the recursive saturation of

〈ZM,ZM
L ,+, 0, 1, <〉. Moreover, we used the predicate L(x) only in a very limited way, namely

to realize a type of the form Γ(x) ∪ {L(x)} where Γ is in the language of ordered groups. It

would not be difficult to eliminate it entirely, so that the proof would only use the recursive

saturation of the Presburger reduct 〈ZM,+, 0, 1, <〉. While this would not significantly simplify
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the proof of Theorem 6.1 proper, we could dispense with the material in Sections 4 and 5 in

favour of the standard quantifier elimination for Z-groups. However, as we already stressed, we

consider the full statement of Theorem 6.1 to be intrinsically interesting in its own right, and

therefore keep all the results.

The proof of Theorem 6.4 essentially relies on the countability of M (unlike Corollary 3.2,

which applies to arbitrarily large models). We do not know to what extent it can be generalized

to uncountable models, though we can at least infer the following on general principle:

Corollary 6.5 Every model M1 � VTC0 has an elementary extension M of the same cardinality

that satisfies the conclusions of Theorem 6.4.

Proof: Let M0 be a countable elementary submodel of M1. By Theorem 6.4, there exists an

isomorphism f0 : 〈ZM0 ,+, 0, 1, <〉 → 〈ZM0
L ,+, 0, 1, <〉 such that 2f0(x) > x for all x ∈ NM0 .

Since Th(M0, f0) is consistent with the elementary diagram of M1, there exists an elementary

extension M of M1 of the same cardinality and a function f such that 〈M, f〉 ≡ 〈M0, f0〉,
which ensures that f an isomorphism 〈ZM,+, 0, 1, <〉 → 〈ZM

L ,+, 0, 1, <〉 satisfying 2f(x) > x for

all x ∈ NM. Then RM expands to a real-closed exponential field with exponential IP ZM by

Lemma 3.4 and Corollary 3.3. �

7 Conclusion and open problems

We have shown that countable models of VTC0 are exponential IP of real-closed exponential

fields; among other things, this severely limits the first-order consequences of being an expo-

nential IP of a RCEF. Our work suggests various follow-up problems. The first one is that

we could not prove much of anything about uncountable models of VTC0, besides the rather

unsatisfactory Corollary 6.5:

Question 7.1 Is every uncountable model of VTC0 an exponential IP of a real-closed exponen-

tial field? If not, can we characterize the models that are?

Let us also recall a question from [15]: are real-closed fields with IP M � VTC0, M nonstandard,

recursively saturated?

We may also look at other theories. Due to the TC0-completeness of integer multiplication,

VTC0 is the weakest reasonable theory in the setup of Zambella-style two-sorted theories of

arithmetic whose models carry a ring structure, as VTC0 is axiomatizable by the totality of

multiplication over the standard base theory V0. But of course, we may consider weaker or

incomparable theories in the basic one-sorted language of arithmetic.

In particular, additive reducts of nonstandard models of IE1 are recursively saturated due

to Wilmers [26], and the corresponding property of VTC0 was one of the main ingredients of

our proof of Theorem 6.4. On the other hand, it is unclear if we can complement this for every

M � IE1 with a construction of an exponential 2x : 〈L,+, <〉 ' 〈RM
>0, ·, <〉 for a convex subgroup

L ⊆ RM (satisfying (ii) of Theorem 5.3), which was the other main ingredient. Notice that

IE1 (or even I∆0) has nonstandard models M that are polynomially bounded in the sense that
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{an : n ∈ N} is cofinal in M for some element a; it is easy to see that such models cannot be

exponential IP of any exponential fields.

Question 7.2 Is every non-polynomially-bounded countable model of IE1 (or at least, I∆0) an

exponential IP of a RCEF?

Concerning first-order consequences of being an exponential IP of a RCEF, the author is

not actually aware of any whatsoever beside the obvious ones, which suggests:

Question 7.3 Does every model of IOpen have an elementary extension to an exponential IP

of a RCEF?

We observe that every model of IOpen has an elementary extension that is a (not necessarily

exponential) IP of a RCEF by a simple application of Robinson’s joint consistency theorem.
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